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This paper explores the integration of Autonomous Mobile Robots (AMRSs) in industrial settings, revolu-
tionizing task scheduling. Focused on minimizing operational completion time, it delves into the physical
processes within information systems. The study emphasizes the hardware, software, and robotics intersec-
tion, providing an overview of key AMR components and their role in task execution. Mobility, sensing ca-
pabilities, and interaction with the environment are crucial considerations for effective scheduling algo-
rithms. Real-time data acquisition through AMR-mounted sensors informs scheduling algorithms, empha-
sizing the importance of accurate information. Data storage's pivotal role in maintaining efficiency is high-
lighted, stressing quick retrieval for rapid decision-making. The study examines central processing units
(CPU) and arithmetic logic units (ALU) roles in processing scheduling algorithms, emphasizing the need for
computational power. Communication processes, network communication, and data transmission reliability
are paramount for coordinating multiple AMRs. Power supply and cooling systems' significance in sustaining
AMR infrastructure is explored, addressing electrical power provision and environmental controls. Physical
security measures and maintenance processes, including hardware and software updates, ensure peak AMR
efficiency. In conclusion, this research illuminates the integral physical processes within information sys-
tems for AMR-based task scheduling, offering insights for enhanced efficiency in diverse industrial settings.
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1. INTRODUCTION

The rise of Autonomous Mobile Robots (AMRS) in in-
dustrial and logistical domains has brought about a trans-
formative shift. This study delves into the interplay of
hardware, software, and robotics, focusing on AMRs' role
in revolutionizing task scheduling to minimize operational
completion time. Highlighting the significance of AMRSs'
mobility and sensing capabilities, the research emphasizes
leveraging these attributes for efficient scheduling algo-
rithms. Examining data input and processing stages, real-
time sensor data acquisition is explored, underscoring its
crucial role in optimizing task sequences. The study delves
into the computational power of CPUs and ALUs, empha-
sizing their importance in processing intricate scheduling
algorithms. Communication processes take center stage,
addressing network communication speed and reliability
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as pivotal factors influencing scheduling algorithm effec-
tiveness. Infrastructure considerations, encompassing
power supply, cooling, and security measures, are scruti-
nized for optimal hardware conditions. The exploration
concludes with a focus on maintenance, highlighting its
critical role in sustaining peak AMR efficiency and mini-
mizing operational completion time. In essence, the re-
search provides a holistic understanding of physical pro-
cesses within information systems, guiding organizations
to optimize components and enhance efficiency across di-
verse industrial and logistical settings.

2. LITERATURE SURVEY

In recent years, the integration of Autonomous Mo-
bile Robots (AMRs) in industrial and logistical settings
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has emerged as a transformative force, reshaping con-
ventional task-scheduling processes. This research, as re-
flected in references [1, 2], delves into the intricate physical
processes within information systems, seeking to minimize
operational completion time through the strategic utiliza-
tion of AMRs. The exploration spans the intersection of
hardware, software, and robotics, emphasizing the role of
mobility, sensing capabilities, and environmental interac-
tion in developing effective scheduling algorithms [3, 4]. By
providing an in-depth overview of key AMR components
and their task execution functions, the study sets the stage
for optimizing these robots' inherent capabilities to achieve
operational efficiency and productivity improvements in di-
verse industrial and logistical scenarios.

As detailed in references [5, 6], the research extends
to the data input and processing stages of task schedul-
ing. Real-time data acquisition through sensors
mounted on AMRs captures information about the sur-
roundings and task statuses, underscoring the signifi-
cance of accurate and timely data for optimizing task se-
quences. Furthermore, references [7, 8] highlight the
pivotal role of computational power, examining the func-
tions of central processing units (CPUs) and arithmetic
logic units (ALUs) in processing complex scheduling al-
gorithms. The study emphasizes the need for robust
communication processes, as elucidated in references [9,
10], to coordinate multiple AMRs and ensure seamless
task execution. Additionally, references [11, 12] under-
score the importance of power supply, cooling systems,
and security measures in sustaining the physical infra-
structure supporting AMRs, safeguarding against unau-
thorized access, and preventing potential physical dam-
age. Finally, reference [13] highlights the significance of
routine maintenance and software updates in ensuring
peak AMR efficiency, contributing to the overarching
goal of minimizing operational completion time. Collec-
tively, this research offers a comprehensive understand-
ing of the intricate physical processes within infor-
mation systems that are instrumental in addressing
task scheduling challenges through AMRs.

3. PHYSICAL PROCESS INFORMATION
SYSTEM FOR ENERGY MANAGEMENT

The Pyramid model offers a widely accepted frame-
work for categorizing information systems, presenting a
hierarchical structure resembling a pyramid with three
distinct levels: operational, middle management, and
executive/senior. Illustrated in Fig. 1, each level corre-
sponds to specific roles and functions. The operational
level involves day-to-day tasks, the middle management
level focuses on coordination and supervision, and the
executive level is dedicated to strategic decision-making
and leadership responsibilities. This model systemati-
cally classifies information systems, providing a clear
and intuitive depiction of their diverse roles within dif-
ferent organizational hierarchy levels.

3.1 Operational Level

Operations managers play a critical role in daily
business activities, making routine decisions like as-
sessing the need for additional raw materials in the up-
coming week. At the operational level, Transaction Pro-
cessing Systems (TPS) and Process Control Systems
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(PCS) are utilized to facilitate these tasks

Transaction Processing System (TPS): Transac-
tional Processing Systems (TPS) serve as vital tools for
operational managers, tracking and managing auto-
mated or semi-automated transactions within an organ-
ization. They validate, sort, and update data from vari-
ous interactions, enabling decision-making through the
generation of summary reports.

Process Control Systems (PCS): Process Control
Systems (PCS) are vital at the operational level, opti-
mizing physical processes, particularly in areas like food
preparation. PCS evaluates quality using sensor-de-
rived data, empowering operational managers to en-
hance business processes. They find application in as-
sembly lines for streamlined manufacturing and quality
control

Executive Information Systems (EIS)
e Highly individualized
* Often custom-made

xecutive Level

Management Information Systems (MIS)
e Sales management systems
* Inventory control systems
» Budgeting systems
% e Personnel/human resources management systems
nagement Level
Decision Support Systems (DSS)
e Computer supported cooperative work systems
e Logistics systems
* Financial planning systems

Transaction Processing Systems (TPS)
* Payroll systems
e Order processing systems
e Reservations systems

P |  Payment or funds transfer systems

Process Control Systems (PCS)

* Monitor and control physical processes

Fig. 1 — Pyramid Model for Information System

3.2 Process Control System (PCS)

Process control systems typically have various com-
ponents that work together to control and regulate a pro-
cess. These components include sensors, controllers, fi-
nal control elements, and feedback elements are shown
in Fig 2.

MEASURING

CONTROL DEVICES

ELEMENTS

PROCESS

SERVO
MECHANISM

INDICATOR
CONTROLLER

Fig. 2 — Components in Process Control System

3.3 Monitor and Control Physical Processes
through AMRs

The synergy between Autonomous Mobile Robots
(AMRSs) and the Internet of Things (IoT) enhances AMRs'
autonomy and connectivity. Through real-time communi-
cation with sensors and devices, AMRs utilize IoT to
gather and share information, improving decision-mak-
ing and task execution efficiency. This integration enables
features like remote monitoring, predictive maintenance,
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and data-driven insights, contributing to intelligent and
responsive robotic systems. In interconnected environ-
ments, AMRs navigate and collaborate more effectively,
enhancing overall performance. The AMR prototype fea-
tures an Arduino UNO as its controller, as depicted in
Figures 3 to 7.

= AROUING -9

Fig. 7 — Autonomous Mobile Robots at Industry 4.0
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4. PHYSICAL PROCESS THROUGH AMRS

Task scheduling with Autonomous Mobile Robots
(AMRs) optimizes task sequences for operational effi-
ciency. AMRs, equipped with advanced navigation and
sensing, adapt dynamically to changing conditions, pri-
oritizing tasks in real time. The process aims to mini-
mize operational completion time, utilizing algorithms
considering factors like task urgency, resource availabil-
ity, and optimal routes. The chosen Best-First Heuristic
Algorithm prioritizes tasks efficiently, aligning with
AMRs' real-time decision-making. This approach, focus-
ing on dynamic scheduling, enhances operational effi-
ciency and productivity in industrial and logistical set-
tings.

4.1 Energy Management Model

This section presents a nonlinear Mixed Integer Pro-
gramming (MIP) model centered around Autonomous
Mobile Robots (AMRs) and job travel times, aiming to
minimize Operational Completion Time (OCT) through
the implementation of a First Search algorithm. FMS
scheduling problems from Bilge and Ulusoy's model
(1995) are considered, integrating key parameters and
their effects. The scheduling process entails generating
schedules for jobs moving through machines and utiliz-
ing tools across multiple machines. The objective is to
minimize the OCT of all jobs, as represented by the MIP
formulation:

Min Z= Oij
S.T
Z > Cnj+ Nj for all j €J

Ci-Ci.i>Pitraifor all [, i-1 €15, €J
Cnj+1 > Pnj+1 + tanj+1 for all, j € J

Ci#Cni#h, foralli, h, € Rk, k€k
Operations Completions Time (OCT) =0ij=Tij+Pij
Variables

Qrs {1=1if Cr is less than Cs where r and s are opera-
:‘ tions of different jobs
{0 orelse

{1=if Cr is less than Cs where r and s are opera-
ations of different jobs’ s,r,s, € Rk
= {0 orelse

{ 1= if AMRs is assigned for the deadheading

between trip h and 1
= {0 orelse
Xoi= | { 1= if AMRs is starts from L/U to trip i as its

operations

= {0 orelse

Xho =| { 1= if AMRs returns to the L/U station after
completing trip h as its last assignment
={0 orelse

Ci = OCT, T =AMRs loaded trip CT.

The design of a flexible environment through the
best first search indexing of machines and tools remains
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unclear due to the known routing of each job. The pri-
mary objective is to minimize the Operational Comple-
tion Time (OCT) for all jobs, utilizing a Mixed Integer
Programming (MIP) formulation in a nonlinear fashion.

4.2 Best First Search Algorithm

In Heuristic Search, Best-First Search (BFS) em-
ploys an evaluation function to explore the most promis-
ing contiguous node, prioritizing paths based on heuris-
tic scores
Algorithms
1. Begin the process.

2. Initialize an open list with a single node.

3. Check if the open list is empty; if so, return and exit.

4. Extract a node, denoted as n, from the open list and

move it to the closed list to avoid redundancy.

Expand node n by generating its successor nodes.

Examine each successor node to determine if it cor-

responds to the goal state. If a goal state is reached,

stop the algorithm; otherwise, proceed to the next
step.

7. Apply the evaluation function (f) to the successor
node. Check if the node has been previously in-
cluded in either the open or closed list. If not, add it
to the open list.

8. Create a loop to repeat the algorithm from step 2.

9. Exit the algorithm.

o o

4.3 AMRs Schedule Through BFS

To develop an expert system for scheduling Autono-
mous Mobile Robots (AMRs) using the Best First Search
Technique, the focus is on the 1_5 configuration. This
implies consideration of the 1st layout and the 5th task.
The system will be designed to optimize the scheduling
of AMRs based on the Best First Search algorithm, with
specific attention to the 1_5 scenario
Step 1: Generate a spanning tree with open and closed
nodes are shown in Tables 1 & 2.

Table 1 — Open Nodes

Node Node Open

Start{S}
Open{1,3,5,7,10,13}
Open{3,5,7,10,13,2}
Open{ 5,7,10,13,2, 4}
Open{ 7,10,13,2, 4, 6}
Open{ 10,13,2, 4, 6,8}
Open{ 13,2, 4, 6,8,11}
Open{ 2, 4, 6,8, 11,14,9}
Open{ 2, 4, 6,11,14,9}}
Open{ 2, 4, 6,11,14,12}
Open{ 2, 4, 6,14,12}
Open{ 2, 4, 6,14,15}
Open{ 2, 4, 6,15}
Open{ 2,4, 6}
Open{4,6}

Open{6}

Goal

QG|RInR|E B0 |x|o o] |w ||~ (tn
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Table 2 — Close Nodes

Node Node Close

S Close {S}

Close {S,1}

Close {S,1,3}

Close {S,1,3,5}

Close {S,1,3,5,7}

Close {S,1,3,5,7,10}

Close {S,1,3,5,7,10,13}

Close {8,1,3,5,7,10,13,8}

QIO |01~ [W DO |+

Close {S,1,3,5,7,10,13,8,9}

9 Close {S,1,3,5,7,10,13,8,9,11}

10 Close {S,1,3,5,7,10,13,8,9,11,12}

11 | Close {S,1,3,5,7,10,13,8,9,11,12,14}

12 Close {5,1,3,5,7,10,13,8,9,11,12,14,15}

13 Close {5,1,3,5,7,10,13,8,9,11,12,14,15,2}

14 Close {5,1,3,5,7,10,13,8,9,11,12,14,15,2 4}

15 Close {5,1,3,5,7,10,13,8,9,11,12,14,15,2,4,6}

G Goal(G)

Step 2: Create nodes corresponding to individual tasks

and assign heuristic function values to each node.

Step 3: The sequence of operations according to the al-

gorithm can be derived from tables 1 and 2.
{1-3-5-7-10-13-8-9-11-12-14-15-2-4-6}

Step4: The identification of the maximum operational

completion time in the given arrangement is determined

through two Autonomous Mobile Robots (AMRs) with

distinct constraints, as outlined in the table below

Step 5: The initial assignment of both vehicles is done

randomly for the first two operations. Starting from the

third operation onward, a heuristic is employed to

choose one of the two vehicles.

Prev
Mac. |Veh. Veh opes Veh Proc
Node Prev ode . OCT
No [No Mach|, . time
Loc trip
No
1.1 |M_1| AMR_1 LU LU 6 10 | 16
2.1 |[M_2| AMR_2 LU LU 8 10 | 18

Step 6: Determine the vehicle's previous location and
its Ready Time (VRT).
AMR_1@M_1, AMR_2 @M _2
Step 7: Vehicle assignment for the next Operation
Next Node: 3_1: Machine M1
Vehicle Locations AMR1 @ M_1, AMR2@ M - 2
Next Operation Machine No: M_1
Previous Operation Machine No: L_U
AMR1 Travel Time: M_1toL_UtoM_1
AMRI1 Initially with 6 minutes of travel time
6+M_1 to L/U travel time + L/U to M_1
=6+12+6= 24 Travel time of AMR,_1 for Task 3_1
AMR2 Travel Time : M_2 to L_U to M_1
AMR2 Initially with 8 minutes of travel time
8+M_2 to L/U travel time + L/U to M_1
=8+10+6= 24 Travel time of AMR_2 for Task 3_1
Note: If Both vehicle travel times are the same select
the first vehicle as a priority so for the next operation
So, for node 3_1 AMRs are 1
Next Node: 4 1: Machine No: M2
Vehicle Locations AMR1 @ M_1, AMR2@ M - 2
Next Operation Machine No: M_2
Previous Operation Machine No: L_U
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AMRI1 Travel Time : M_1 to L_U to M_2

AMRI1 Initially with 24 minutes of travel time

24+M_1 to L/U travel time + L/U to M_1

=24+12+6=42 Travel time of AMR,_1 for Task 4_1

AMR2 Travel Time : M_2 toL_U to M_1

AMR2 Initially with 8 minutes of travel time

8+M_2 to L/U travel time + L/U to M_2

=8+10+8= 26 Travel time of AMR_2 for Task 3_1

So, for node 4_1 AMRs is 2 with travel time 26.
Next Node: 5_1: Machine M2

Vehicle Locations AMR1 @ M_1, AMR2@ M - 2

Next Operation Machine No: M_1

Previous Operation Machine No: L/U

AMRI1 Travel Time : M_1 to L_U to M_2

AMRI1 Initially with 24 minutes of travel time

24+M_1 to L/U travel time + L/U to M_1

=24+12+6=42 Travel time of AMR_1 for Task 5 1

AMR2 Travel Time : M_2 toL_U to M_1

AMR2 Initially with 26 minutes of travel time

26+M_2 to L/U travel time + L/U to M_2

=26+10+6= 42 Travel time of AMR_2 for Task 5_1

So, for node 5_1 AMRs is 1 with a travel time of 42
Next Node: 6_1: Machine M1

Vehicle Locations AMR1 @ M_1, AMR2@ M - 2

Next Operation Machine No: M_1

Previous Operation Machine No: L,_U

AMR1 Travel Time : M_1to L_U to M_2

AMRI1 Initially with 42 minutes of travel time

42+M1 to L/U travel time + L/U to M_1

=42+12+6=60 Travel time of AMR,_1 for Task 6_1

AMR2 Travel Time : M_2 to L_U to M_1

AMR2 Initially with 26 minutes of travel time

26+M_2 to L/U travel time + L/U to M_1

=26+10+6= 42 Travel time of AMR_2 for Task 6_1

So, for node 6_1 AMRs is 2 with a travel time of 42

Next Node: 4_2: Machine No: M3

Vehicle Locations AMR1 @ M_1, AMR2@ M - 1

Next Operation Machine No: M_3

Previous Operation Machine No: M2

AMR1 Travel Time: M_1toL_U to M_2

AMRI1 Initially with 42 minutes of travel time

42+M_1 to M2 travel time + M2 to M_3

=42+6+6=54 Travel time of AMR _1 for Task 4 2

AMR2 Travel Time : M_1 to M2 to M_3

AMR2 Initially with 42 minutes of travel time

42+M_1 to M2 travel time + M_2 to M_3

=42+6+6= 54 Travel time of AMR_2 for Task 4 2

So, for node 4_2 AMRs is 1 with a travel time of 54

Next Node: 4_3: Machine No: M4

Vehicle Locations AMR1 @ M_3, AMR2@ M - 1

Previous Operation Machine No: M_3

AMR1 Travel Time : M_3 to M_3 to M_4

AMRI1 Initially with 54 minutes of travel time

54+M_3 to M_3 travel time + M_3 to M_4

=54+0+6=60 Travel time of AMR,_1 for Task 4_3

AMR2 Travel Time : M_1 to M3 to M_4

AMR2 Initially with 42 minutes of travel time

42+M_1 to M3travel time + M_3 to M_4

=52+8+6= 66 Travel time of AMR_2 for Task 4_3

So, for node 4_3 AMRs is 1 with a travel time of 60

Next Node: 5_2:

For node 5_2 AMRs is 2 with travel time 58

Next Node: 5_3:
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for node 5_3 AMRs is 2 with travel time 87
Next Node: 6_2:

for node 6_2 AMRs is 1 with a travel time of 73
Next Node: 6_3:

for node 6_3 AMRs is 1 with a travel time of 112
Next Node: 1_2:

for node 1_2 AMRs is 2 with travel time 107
Next Node: 2_2:

for node 2_2 AMRs is 2 with travel time 125
Next Node: 3_2:

for node 3_2 AMRs is 1 with a travel time of 128

After completing a loaded trip, the vehicle is pre-
pared for its next assignment, and the Vehicle Lead
Time (VLT) of the current trip is then considered as the
Vehicle Ready Time (VRT) for the subsequent trip. This
heuristic iterates through this process for both Auto-
mated Guided Vehicles (AGVs) at each operation, ulti-
mately assigning the vehicle with the lower VLT. Table
3 provides a numerical representation of the outlined
steps and The operations schedule depicted in Fig. 8 &
9 is visually represented through the Gantt chart.

AMR1 -Gantt Chart

6_3
43
5.1
11
0 50 100 150 200

Fig. 8 — AMRs 1 Idle time and Working time

AMR 2-Gantt Chart

0 50 100 150 200

Fig. 9 — AMRs 2 Idle time and Working time

Table 3 — The determination of Vehicle Lead Time (VLT) for
assigning a vehicle to a specific operation involves a calculated
process

Node Mac.No Veh.No Veh Lod Proc Make

Trip time span
1.1 M_1 V_1 6 10 16
2.1 M_2 V_2 8 10 18
31 M_1 V_1 24 10 34
4.1 M_2 V_2 26 10 36
51 M_1 V_1 42 10 52
6_1 M_1 V_2 52 10 62
4 2 M_3 V_1 54 15 69
4.3 M_4 V_1 75 12 87
5_2 M_2 V_2 58 15 73
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5_3 M_4 V_2 87 12 99
6_2 M_2 V_1 91 15 106
6_3 M_3 V_1 112 12 124
1.2 M_4 V_2 107 18 125
2.2 M_4 V_2 125 18 143
3_2 M_3 V_1 128 20 148

The operations schedule depicted in Fig. 8 is visually
represented through the Gantt chart.

5. CONCLUSION

This study delved into the physical processes within
information systems to address task scheduling chal-
lenges through the minimization of operational comple-
tion time, employing Autonomous Mobile Robots
(AMRs) and the Best-First Search (BFS) heuristic algo-
rithm. The integration of AMRs and BFS algorithm
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V 1iit craTTi HOCTIAMKYyeThCs IHTerpallisa aBTOHOMHHUX MOOLIbHMX poboTriB (AMR) y mpomuciosi ymoBH, 1110
PEBOJIIOIIOHI3YE TIaHyBaHHA 3aBaadb. OpleHTOBAHMI HA MIHIMI3AIlio Yacy 3aBepIlleHHs Olepallii, Bid 3a-
rmbI0eTheA y PisMUHI IpolecH B iHdopMaIliiHuX crucreMax. Jloc/IiaKeHHA HAroJIONIye HA IIePeTHH] amapa-
THOT'0, IIPOTPAMHOI0 Ta POOOTOTEXHIYHOr0 3a0e3medeH s, HaJaloun OrJIALL KIoJ4oBuX KommoHeHTiB AMR ta ix
poJii y BUKOHAHHI 3aBAaHb. MoOIIbHICTE, MOKINBOCTI 30HIYBAHHA TA B3a€MO/IA 3 HABKOJIMIIHIM CePeIoBHU-
1IeM € BUPIIIaJbHUMH (PAKTOPaMHU IJiA eeKTUBHUX AJITOPUTMIB ILIAHYBAHHA. 30ip JAHUX Y PEsKUMI peaslb-
HOTO Yacy 3a JOIOMOro BeTaHoBJIeHHX matunkiB AMR indopmye anropurMu IiaHyBaHHS, DiIKPECIIONYN
BasKJIMBICTh TOUHOI iHdopMmariii. [ligkpeciioeTbes KI0U0BA POJIb 30€pITaHHS JaHUX Y MATPUMIL eeKTUBHO-
CTi, HATOJIOIIYETHCS HA MIBUAKOMY IIOLIYKY JJIs INBUIKOTO IPUAHATTA piineHb. J{ocriareHHs poaTiisaiae posb
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menTpaabHuX mporecopi (CPU) i apudmeruro-moriunmx mpuctpois (ALU) B asropuTMax miaHyBaHHS 00po-
OKH, miIKPECIIonYN II0TPe0y B 00UMCII0BAJIBHIN HOTYKHOCTI. KoMyHIKAITIHHI ITpollecH, MepesKeBU 3B A30K 1
HaIIMHICTD Iepeaavl JaHuX € HalBaKJIUBIIIUME 11 KoopauHalli kiaskox AMR. JlocmigxeHo sHaueHHS CH-
CTeM JKUBJIEHHS Ta OXOJIO/KEeHHs B migrpumin iHgpactpykrypu AMR, seepramouncs 1o 3abe3nedeHHs eJleK-
TPOEHEPTIEI0 Ta KOHTPOJO HABKOJIUIMHBOTO cepemoBuina. DisnuHl 3axou 0e3MeKH Ta MIPOIeCH 00CIyTOBY-
BAHHS, BKJIOYAKOYNA OHOBJIEHHs AAPATHOTO Ta IIPOTPAMHOTO 3abe3leveHHs, 3a0e3MedyoTh MAKCUMAIbHY
edexruericTse AMR. V mincymKy, 11e TOCTIKeHHsT BUCBITIIIOE IHTerpasibHi (hisuuHi mporiecu B iHpopMAaIiii-
HUX CHCTeMax I IUIAaHyBaHHS 3aBaaub Ha ocHoBl AMR, mpononyioun el 1yis miaBuinesHs: epeKTUBHOCTL
B PI3HOMAHITHUX TPOMHUCJIOBUX YMOBAX.

Kmouosi ciosa: Iudopmarriiina crcrema, Omrrumisaiiis eHepreTuKu, ABTOHOMHI MOOLJIBHI POOOTH.
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