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CLUSTERING IN KEY G-7 STOCK MARKET INDICES: AN INNOVATIVE APPROACH

Investment in stock market requires taking risk. Investors typically buy several stocks to create a portfolio which
targets to maximize the return while keeping a certain level of risk. In today’s information-rich financial markets,
one of the main challenges for individual investors in particular is to allocate the scarce sources appropriately within
the wide range of investment alternatives that grouping the multiple assets based on their similar characteristics
would be useful to take it out. In this paper, stock markets of the Group of 7 (G-7) countries consisting of France,
United Kingdom, Germany, Italy, United States, Canada and Japan are examined over the period of 2011 and 2016
and some hierarchical clustering methods are applied on key indices namely, CAC 40 (France), FTSE 100 (UK),
DAX (Germany), FTSE MIB (lItaly), S&P TSX Composite (Canada), S&P 500 (USA), NIKKEI 225 (Japan) to identify
the groups based on risk and return characteristics.

Keywords: G-7 countries, hierarchical clustering, k-means, twostep clustering, stock market, innovative
approach.

DOI: 10.21272/mmi.2017.1-27

Introduction and background. Integration among the major stock exchanges of the financial world
has always been attracted attentions due mainly to globalization efforts and innovations in the sector that
the financial markets have become more integrated and complicated in today's head to head competitive
investment environment. However, so-called integrated and information-rich markets do not continuously
follow the same patterns due mainly to the local market conditions where advance quantitative methods
through econometric models are required using to forecast the behaviors. Moreover, understanding
those models is almost impossible for individuals eager to making better investment
decisions [4; 16; 17; 18].

Clustering, which was first used as a term by Tyron (1939), is a widely held multivariate analysis
which is practiced in a number of fields such as biology, medical sciences computer vision, sociology,
urban planning, marketing, and so forth [7; 9; 13; 33; 34; 36;]; for example, Li et al., (2015) distinctly
grouped the sports gamblers according to the demographic and behavioral characteristics in China who
bought sports lottery tickets more than once in a year by developing a typology based upon the scale of
assessing problem gambling [22].

The method, which is relatively new and innovative approach in empirical finance, like factor analysis
and multi-dimensional scaling, can be used to facilitate the selection process in portfolio management to
solve abovementioned problem. In this analysis, objects or variables are separated into a small number
of similar categories and relationships between objects and subjects are explored without a dependent
variable being identified [5; 30]. In finance, cluster analysis unlike factor analysis is applied seldomly.
The finance literature documents a small number of studies applying different clustering methods to
given financial classification problems for instance, [1; 3; 6; 14, 26; 28] and more
recently, [8; 15; 19; 25]. Stock exchanges of G-7 countries can be seen as a leading group not only for
their market capitalizations within the world’s total value of equities but also for the solidity in today’s
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multifaceted investment environment, in particular, for individual investors. Despite this, some studies on
predictability of G-7 countries’ stock markets such as Lim and Hooy (2013)'s presented evidence that G-
7 markets are usually unpredictable but not all the time [23]. Therefore, still many ongoing researches
being worked on developed markets are existed where complex econometric techniques are applied by
academics and researchers.

In the existing literature, some studies focus on developed markets, for instance, Basalto et al (2005)
applied pairwise version of the chaotic map clustering algorithm to the firms indexed in Dow Jones to
identify the similar behaviors from 1998 to 2002 [3] and Directed Bubble Hierarchical Tree, a type of
hierarchical clustering method was applied by Musmeci et al (2015) to the US stock prices for a fifteen
year period and results were compared with other clustering methods such as the single, the average
and the complete linkages together with k-medoids [25]. They specified that the applied method showed
dissimilar performance in retrieving the economic information encoded in the Industrial Classification
Benchmark and suggested that these dissimilarities would be connected to different degrees of
sensitivity to the market mode dynamics [25]. Laval (2016) interestingly examined the relationship
between frequency of annual general meetings and stock returns in UK and found a significantly
negative relationship between stock returns and the monthly frequency of annual general meetings [21].

Some concentrate on emerging markets, for instance, Long et al, (2014) tested an efficient multi-
objective portfolio optimization model adopting Fuzzy C-means clustering and Multi-objective genetic
algorithm for 570 stocks listed on Thailand Stock Exchange over a short period from 2011 and 2012 and
suggested that the model would be useful to investor to pick stocks which have similar characteristics
basing on risk and return [24]. Jung and Chang (2016) implemented agglomerative clustering form of
hierarchical clustering approach to the monthly data of listed firms on Korean Stock Exchange for a
decade from 2004 to 2014 and indicated that the firms were grouped under the same sector based upon
their market returns [15]. Nanda et al (2010) used stock returns at different time scales together with
their valuation ratios from Bombay Stock Exchange over a short period from 2007 to 2008 to build a
portfolio providing minimum risk. In order to classify the stocks, Self-organizing map, k-means and Fuzzy
C-means methods were implemented. They pointed out that k-means cluster analysis builds the most
compact clusters as compared to others and suggested using a hybrid system for efficient portfolios
based on the data from 106 stocks [26].

Recently, a broad cluster analysis on global equity markets was carried out by Esmalifalak et al
(2015) by using weekly returns of 41 indices from 40 countries over the period of March 2011 and
December 2013. They found that the proposed methods were able to capture (a) hierarchy of
interrelated clusters embedded in a complex network of objects; (b) different integration and
disintegration levels amongst selected equity indices and (c) abnormal seasons and indices in terms of
time and regional horizons [8]. Lahmiri (2016) investigated if cluster structures were similar by analyzing
the listed firms on Casablanca Stock Exchange adopting hierarchical clustering to different sectors
namely transportation, construction, banking, insurance, communications, financing, distribution and
food for three market regimes so-called ups and downs, falling and rising trends during 2009, 2010, and
2011 time periods. He observed that the general structure of stock exchange topology was considerably
changed over time periods and also stated that interrelationships among sectors differ throughout the
time periods thus Casablanca Stock Exchange complex structure is dynamic and changes with market
regime [19].

In this paper, stock markets of the Group of 7 (G-7) countries consisting of France, United Kingdom,
Germany, ltaly, United States, Canada and Japan are examined over the period of 2011 and 2016 and
some hierarchical clustering methods are applied on widely followed stock market indices namely,
CAC 40 (France), FTSE 100 (UK), DAX (Germany), FTSE MIB (ltaly), S&P TSX Composite (Canada),
S&P 500 (USA), NIKKEI 225 (Japan) to identify the groups based on risk and return characteristics.
The remainder of the paper is as follows: Section 2 describes the data and methodology,
Section 3 presents the empirical results and Section 4 concludes.
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Data and methodology. Daily closing data of stock market indices is obtained from Datastream
internatonal over the period of 2011 and 2016 [11; 37]. Returns are computed as logarithmic price
relatives. The single linkage, complete linkage, average linkage, centroid and Ward's hierarchical
clustering methods are performed on daily index returns; the k-means clustering and twostep clustering
are performed on the means and the risk measured by standard deviations of daily returns over the
studied period.

In the identification of clusters, similar records with respect to some characteristics take part in the
same group; however, each group should be different from other groups considering the related
characteristics [20; 27; 31]. In the literature, a lot of clustering methods have been developed such as
partitioning methods, hierarchical clustering methods, density based methods, grid-based methods, and
model based methods [12; 38]. The partitional clustering involves many clustering families [27]. Some of
them are k-means, k-medoids, k-medians, k-modes clustering. The choosing the initial centroids, and
the number of clusters are the main factors which can affect the performance of k-means algorithm.
Some methods that may be used for the estimation of the correct number of clusters in k-means
clustering are Gab statistics, Akaike information criteria, Bayesian information criteria, Duda and Hart
method [29]. In the hierarchical clustering, there are agglomerative and divisive methods [2].
Divisive methods begin with a single cluster that involves all objects and the objects are separated
successively such that at the last stage, each cluster involves a single object. Agglomerative methods
begin with clusters such that each object form each cluster at the beginning and the objects are merged
until obtaining a single cluster which is formed by all objects at the end [32]. Both divisive and
agglomerative methods use dendrogram. Some agglomerative hierarchical clustering methods are
single linkage, complete linkage, average linkage, centroid and Ward's method [10; 32]. Some used
statistics for the appraising of the cluster solution at any step are root-mean-square standard deviation of
new cluster, semipartial R-squared, R-squared, distance between two clusters. The reliability and
external validity of a cluster solution can be evaluated by a cross-validation procedure and the
comparison of the results from cluster analysis with an external criterion, respectively [31].

3. Empirical Results. Returns are computed as logarithmic price relatives:y, =in(p, / p,_,), where Pt

is daily value at time t and statistical properties of the data are given in Table 1.

Table 1 - Statistical properties

CAC 40 DAX FTSEMIB | FTSE100 | NIKKEI225 | S&P500 sTg(/
Wean 000033 | 0,00057 0,00019 0,00026 0,00059 0.00050 | 0,00014
Median 000060 | 000113 0.00015 0.00047 0.00072 000049 | 0.00058
Standard 001316 | 001292 001716 0,00955 0,01431 00089 | 000804
Variance 000017 | 0,00017 0,00029 0,00009 0,00021 0,00008 | 0,00006
Kurtosis 269578 | 187474 377519 188737 355533 216573 | 175766
Skewness 020019 | 018274 | 045417 | 008257 | 034039 | -0.17357 | -0.18229
Range 014474 | 012278 0.19718 0,08419 0.15679 008262 | 007115
Minimum 008384 | 007067 | 013331 | -0,04779 | 008253 | -0,04021 | -0,03174
Maximum 006089 | 0,05210 006386 003639 007426 004240 | 0,03941
Sum 040977 | 0.68937 022979 031000 066838 058753 | 016459
Count 1234 1214 1194 1193 1131 71 1181
Largest (1) 006089 | 0,05210 0.06386 0,03639 0.07426 004240 | 0,03941
Smallest () | 008364 | 007067 | 013331 | -0,04779 | 008253 | -0,04021 | -0,03174

The line chart of daily index returns is given in Figure 1.

The Ward's hierarchical clustering method is performed on daily index returns by using SPSS.
In the clustering, the squared Euclidean distance is used. The agglomeration schedule and the
dendrogram of clustering are shown in Table 2 and Figure 1, respectively.
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Figure 1 — Time series lines of daily index returns

Table 2 — Agglomeration schedule

Cluster Combined - Stage Cluster First Appears
Stage Cluster 1 Cluster 2 Coefficients Cluster 1 Cluster 2 Next Stage
1 1 2 011 0 0 3
2 6 7 ,029 0 0 5
3 1 4 ,058 1 0 4
4 1 3 123 3 0 5
5 1 6 242 4 2 6
6 1 5 447 5 0 0
Dendrograrp using Ward Lipkaga

CACA0 1 . L . 2.“ 2|5

DAX QJ

SandPTSK 7J

Figure 2 - Dendrogram using Ward’s method
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The time series lines of daily index returns of CAC 40 and DAX, S&P 500 and S&P/TSK Composite
are given in Figure 3 and Figure 4, respectively.

0,08
0,06
0,04
0,02

0
0,02 F

0,04

-0,06

-0,08
01

CAC 40 DAX

Figure 3 — Time series lines of daily index returns for CAC 40 and DAX
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s S&P 500 e SEP/TSX Composite

Figure 4 — Time series lines of daily index returns for S&P 500 and S&P/TSK Composite

The other dendrograms obtained by the average linkage, single linkage, complete linkage, centroid
hierarchical methods as shown in Figures 5-9. There are some differences between dendrograms
obtained by some methods. However, the all performed dendrograms in this study indicate that CAC 40
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is merged with DAX, S&P is merged with S&P/TSK Composite at the first stages; lastly NIKKEI 225 is
merged with the group of CAC 40, DAX, FTSE 100, S&P 500, S&P/TSK Composite, FTSE MIB at the
last stage.

Dendrogram using Average Linkage (Between Groups)
Rescaled Distance Cluster Combine

0 5 10 15 20 25
L 1 1 1 1
CAC40 1 J
DX 2
FTSE100 4

> SandP500
7

SandPTSK

FTSEMIB

MKKEI225 5

Figure 5 — Dendrogram using Average Linkage (Between Groups)

Dendrogram using Average Linkage (Within Groups)

Rescaled Distance Cluster Combine

0 5 10 15 20 25
L 1 1 1 1
CAC40 1 J
DAX 2|
FTSE100 4]

> FTSEMIB

SandP500

SandPTSK 7|

MIKKEI225

Figure 6 — Dendrogram using Average Linkage (Within Groups)
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Dendrogram using Single Linkage
Rescaled Distance Cluster Combine
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FTSEMIB

NIKKEI225 5

Figure 7 — Dendrogram using Single Linkage

The scatterplot for indices based on mean and standard deviations is obtained as given in Figure 10
over the studied period.

Twostep clustering is processed on the means and standard deviations of daily returns over the
period 04.10.2011-01.08.2016. AIC and BIC criterias result that the appropriate number of cluster is k=1.

Dendrogram using Complete Linkage
Rescaled Distance Cluster Combine

0 5 10 15 20 25

CAC40 1 - 5 ! ! .
DAX 2

FTSE100 4
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SandPTSK 7

FTSEME

HIKKEIZZS 5

Figure 8 — Dendrogram using Complete Linkage
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Dendrogram using Centroid Linkage
Rescaled Distance Cluster Combine
0 5 10 15 20 25

L 1 1 1 1
CAC40 1 J
DAX 2|
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SandPTSK
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Figure 9 — Dendrogram using Centroid Linkage

Considering Duda and Hart Method, the hierarchical clustering is performed on the means and
standard deviations of daily returns to choose the correct cut of level in the dendrogram. Accordingly, it
is decided that the appropriate number of clusters may be 3. In this context, the k-means clustering is
performed on the means and standard deviations of daily returns over the period 04.10.2011-01.08.2016
and the following results are obtained for k = 3.

,0000E-4 o PR 0
SAP 500 NIKKE 225
5,0000E-4] o}
€ 4 0D0DE-4+
o CAC 40
a o}
= 3,0000E-44 FEE 100
FTSE MIB
2,0000E-4-F &P TSK Composite o
o
1,0000E-44
T T T T T T
0080 o100 0120 0140 0160 0180

StDev
Figure 10 — Scatter plot of indices 2011-2016

As seen in Table 3, CAC 40, DAX, NIKKEI 225 form a group; FTSE 100, S&P 500, S&P TSK
Composite form another group, and FTSE MIB form a group for the period. When twostep cluster is
applied for k = 3, the results in Table 4 is evaluated for the related period.

The same results given in Table 4 are found when the standardized values of the mean and the
standard deviations are used and when the unstandardized values of the mean and the standard
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deviations are used in twostep clustering. In the k means clustering, if the standardized values of mean
and standard deviations are used, again the similar cluster memberships are obtained as given in
Table 4 for the related period.

Table 3 — Cluster Membership according to k-means clustering for k = 3

Case Number Indices Cluster Distance
1 CAC 40 1 ,000
2 DAX i ,001
3 FTSE MIB 3 ,000
4 FTSE 100 2 ,001
5 NIKKEI 225 i ,001
6 S&P 500 2 ,000
7 S&P TSK Composite 2 ,001

Table 4 — The Cluster memberships according to twostep clustering for k=3

Case Number|indices Cluster
1 ICAC 40

DAX

FTSE MIB

FTSE 100

NIKKEI 225

IS&P 500

IS&P TSK Composite

N lwiN
WININD|W[F[NF-

According to Table 4, CAC 40 and FTSE MIB form one group; FTSE 100, S&P TSK Composite form
another group; while DAX, NIKKEI 225 and S&P 500 form the third group for the period.

Conclusion. Cluster analysis is an innovative and a very useful method to help make sense of data.
In this paper, we investigated the Group of 7's stock markets over the period of 2011 and 2016.
The single linkage, complete linkage, average linkage, centroid and Ward's hierarchical clustering
methods are performed on widely followed stock market indices namely, CAC 40 (France),
FTSE 100 (UK), DAX (Germany), FTSE MIB (ltaly), S&P TSX Composite (Canada), S&P 500 (USA),
NIKKEI 225 (Japan) to identify the groups based on risk and return characteristics.

Although, the differences exist at some stages, the all performed dendrograms, in this study,
demonstrated that CAC 40 is merged with DAX whereas S&P 500 is merged with S&P/TSK Composite
at the first stages. At the last stage, NIKKEI 225 is merged with the group of CAC 40, DAX, FTSE 100,
S&P 500, S&P/TSK Composite and FTSE MIB for the studied period. Additionally, the k-means
clustering is performed on means and standard deviations of daily returns. The analysis showed that
CAC 40, DAX and NIKKEI 225 form a group; FTSE 100, S&P 500 and S&P TSK Composite form
another group, and finally FTSE MIB itself form a group during the examined period. When twostep
clustering is performed for k=3, CAC 40 and FTSE MIB form one group; DAX, NIKKEI 225 and S&P 500
form another group, and FTSE 100 and S&P TSK Composite form the third group for the related period.
Results partly showed similarity by the study of [8] since the dendrograms which was obtained through
the average linkage method.
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C. lMexep, PhD, acucTeHT, kaceapa matemaTvky, hakynbTeT NPUPOAHNYMX HayK i niTepaTypu, YHiBepcuteT Awap (M. I3mip,
TypeuunHa);

b. Akman, PhD, poueHt, Konepx 6isHec-agmiHiCTpyBaHHs, cbakynbTeT komepuji i Gi3Hec-aaMiHICTPYBaHHsI, YHiBepcuteT
Baxpeiiry, KoponisctBo baxpeitH i MaitbyTHii yHiBepcuteT B €rvnTi (M. Hbto-Kaip, Eruner);

M. TeapoHasicieHe, PhD, npochecop, BinbHiocbkuit TexHiYHMIA yHiBepcuTeT iM. MegimiHaca (M. BinbHioc, NuTsa)

KnacTepu3saulist Kno4oBKUX NOKa3HMKIB Ha POHAOBUX PUHKAX KpaiH “Benukoi ciMku”: iHHOBaLiNHWIA nigxia

IHeecmuuii Ha (hoHAOBOMY PUHKY 8UMazaromp NPUUHAMMS Pu3uKy. IHeecmopu 3a3suyall HaMaz2alomsCs chopmysamu csiti
iHeecmuuitiHut nopmebesie makum YuHoM, wiob 3abeaneyumu ompuUMaHHsi MakcuMarbHoi 8iddadi npu 36epexeHHi NPUlHIMHO20
pigHs1 pu3uKy. Y cyyacHux ymoeax Ons iHeecmopa nepuwiodyep208uM 3aedaHHAM CMae BU3HAYeHHs Halkpawux Oxepen
hiHaHCyeaHHs ceped anbmepHamusHUX eapiaHmis WIISXOM epynyeaHHsi akmueig 3 aHano2iYHUMU Xapakmepucmukamu.
Y emammi docnidxeHo ¢hoHA08I puHKU KpaiH “Benukoi civku” — @panyii, Benukobpumarii, Himewyuru, Imanii, CLUA, Kanadu ma
Snonii 3a nepiod 2011-2016 pp. 3 memor nodiny eidnosidHux nokasHukie ¢hoHAosuX puHkig, 3okpema CAC 40 (@panyis),
FTSE 100 (Benukobpumatisi), DAX (Himeyyuna), FTSE MIB (Imanis), S&P TSX Composite (Kanada), S&P 500 (CLLA),
NIKKEI 225 (Snowis), Ha epynu 3a kpumepiem ‘npubymkosicmb — pusuk” Oynu eukopucmaHi OKpemi iepapxiyHi memodu
Knacmepu3sauji.

Kntoyosi cnosa: kpaiHu “Benukoi cimku”, iepapxiyHa knactepusalyis, k-sacobu, TwoStep-knacTepu3ais, pOHAOBUA PUHOK,
iHHOBAL|iNHWIA Nigxia.

C. Makep, PhD, accucteHT, kadeapa matemaTtuku, cakynbTeT eCTeCTBEHHbIX HayK M nuTepaTypbl, YHuBepcuTeT Awap
(r. N3mup, Typuus);

B. AkmaH, PhD, poueHT, Konnemx 613Hec-agMMHUCTPUPOBaHMS, (akynbTeT KOMMEpPLMM U BU3HEC-afMUHUCTPUPOBaHWS,
YnusepcuteT BaxpeiiHa, KoponescTo BaxpeitH v byaywimin yuusepeutet B Erunte (1. Hblo-Kanp, Eruner);

M. TeapoHasucueHe, PhD, npocheccop, BurbHiocckuin TeXHU4eckuit yHusepeuteT M. egumuHaca (r. BunbHioc, JuTea)

Knactepusauusi knioueBbIX MokasaTeneit Ha (POHAOBLIX PbIHKAX CTpaH “Bonblioi cemepku”: WHHOBALMOHHbLIV
noaxoa

Uneecmuyuu Ha ¢hoHAogoM pbiHke mpebyrom npuHsmus pucka. VHeecmopbl 06bIMHO Nbimaromesi cghopmuposams €80l
UHBECMUYUOHHBIL nopmaepesie makum 06pa3om, 4mobbi obecneyums nomydeHue MakcumanbHol omdayu npu npuemnemMom
YposHe pucka. B cospemeHHbIx ycrosusx Ons uHeecmopa nepsoodepedHoll 3adayeli cmaHogumces onpedesieHue onmuManbHbIx
UCMOYHUKO8 (PUHaHCUposaHus Ccpedu abMmepHamusHUX 8apuaHmog nymeM 2pynnuposku aKkmueos C aHarmo2u4yHbIMU
Xapakmepucmukamu. B cmamsbe uccrnedosaHbl ¢oHO08bIE pbiHKU cmpaH “bonbwioli cemepku” — @paHyuu, Benukobpumaruu,
lepmanuu, Mmanuu, CLIA, Kavadbi u AnoHuu 3a nepuod 2011-2016 ee. C uenbio pasdenieHusi cOOMBeMCMSYUIUX
nokaszamenel ¢poHO08bIX pbiHKo8, 8 YacmHocmu, CAC 40 (@panyus), FTSE 100 (Benukobpumanusi), DAX (lepmaHusi),
FTSE MIB (Mmanus), S&P TSX Composite (Kanada), S&P 500 (CLLA), NIKKEI 225 (SnoHus), Ha 2pynnbi no Kpumeputo
“0oxo0HOCMb — puck” BbiTU UCNOIb308aHk! 0MAesbHbIe UepapXudeckue Memods! Knacmepusayuu.

KntoueBble cnosa: cTpaHbl “Bonbluoi cemepkn”, uepapxuyeckas knactepusauus, k-cpeactsa, TwoStep-knactepusaums,
(POHA0BBIN PbIHOK, MHHOBALMOHHbIN NOAXOA.
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