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DEVELOPING MARKETING STRATEGIES USING CUSTOMER RELATIONSHIP MANAGEMENT
AND DATA MINING (CASE STUDY: PERPEROOK CHAIN RESTAURANTS)

Along with increasing competitiveness in the service industry to increase the number of customers and gain
competitive advantage by creating customer satisfaction, using data mining concepts has attracted the attention of
the researchers and the industries as a new tool for this purpose. In this regard, fast food industry, as an industry
having an increasing growth during recent years, is considered as a very attractive market for the customers. The
current study aims to utilize data mining algorithms to categorize the customers in fast food industry and propose
marketing strategies tailored to each group of customers identified. The statistical population of this research
includes the records submitted in the integrated system of Perperook chain restaurants, which is over 3000 records.
Furthermore, the data mining algorithms, specifically decision tree and Quest algorithm, have been used in this
study to categorize customers according to the orders submitted in the system. The results of this study indicate that
the customers of Perperrok fast food can be categorized into three main groups: healthy, voluminous, and free-living
customers. At the end of the research, detailed results and strategies associated with any of the main groups of
customers are presented along with practical suggestions.
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Introduction. The main purpose of Customer Relationship Management (CRM) is to develop a
deeper understanding of customers to maximize the customers value in long-term. From literature's
perspective, CRM framework can be divided into operational and analytical [1]. Operational CRM refers
to automating business processes, while analytical CRM can help the organization to better recognize
the profitable groups of customers and allocate the resources more effectively. Data mining technique is
one of the famous tools of analyzing customers within analytical CRM framework. Many organizations
collect and store valuable data about their current customers, potential customers, suppliers, and
business partners. However, inability to discover the valuable information hidden in the data hinders
organizations from moving from data to profitable and valuable knowledge. Data mining tools can help
organizations to discover the knowledge hidden in the great mass of data. Application of data mining
tools in CRM has emerging trends in the world economy. Analyzing and understanding the behaviors
and features of the customers is the base of developing a competitive CRM strategy. In order to attract
and retain potential customers and maximize customers' value, the appropriate data mining tools
suitable for extracting and identifying useful knowledge and information from the great mass of
customers' data are considered as a supportive tool to make important CRM decisions (Holm et al.,
2011). Using customers profile is of great importance in most business activities since the first step in
marketing strategies is market segmentation and developing profiles associated with the segmented
market results. In fact, the value of market segmentation lies in the correct and accurate customer
profile. Analyzing customer value is one of the methods used to identify customer's behavioral features
[2]. Customer's loyalty can be evaluated based in this analysis. Customer's loyalty doesn't only refer to
customer's long-term retention, but also refers to developing a sustainable relationship with the customer
to encourage them to purchase more in the future [3]. Exploring the data associated with the customers,
the information records will be organized, the process of identifying important customers will
automatically go on, the method of identifying special and valuable customers from the whole list of
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customers will change, and the loyal customers will be finally identified. Generally, there is no doubt that
correct form of customer relation is one of the most important factors of development, especially in
service organizations [4]. Some examples of these organizations include banks and chain fast foods, in
which Customer Relationship Management has a key role. The customers in these organizations are, in
fact, the most important source of profitability. Therefore, identifying them and analyzing the data
associated to them is very important for the company's profit. In this regard, this study aims to develop
suitable and practical marketing strategies by analyzing Perperook chain fast food customers' cart and
identifying their rules and principals using data mining algorithms.

Theory. Customer Relationship Management. Customer Relationship Management is a set of
processes and system enablers supporting business strategies to develop long-term profitable relations
with special customers [4]. Customer Relationship Management is a philosophy for attracting and
retaining customer, increasing customer value, sustainability, and implementing customer-oriented
strategies. Customer Relationship Management improves the relationships with the customer by
focusing on a holistic picture of how to integrate customer vale, needs and expectations, and behavior
through analyzing the data obtained by customer interaction [2]. Customer Relationship Management
refers to methods the organization used to gain customer's loyalty during their life and, therefore, to
increase competitive advantage and profitability. In other words, the potential advantages of CRM are:
(1) increased customer's loyalty and customer retention, (2) increased profitability, (3) creating value for
the customer, (4) customizing products and services, (5) increased quality of products and services and
creating fewer processed. The main core of Customer Relationship Management activities is
understanding profitability and retaining profitable customers [5]. According to Ghazanfari and Alizadeh
and Teimourpour [6], customer relationship management can be divided into operational and analytical
categories. Operational CRM refers to automating business strategies, while analytical CRM refers to
analyzing customers' features and behaviors in order to support CRM strategies. Thereupon, analytical
CRM helps superior differentiation and better allocation of the resources to most profitable groups of
customers. Data mining tools are the best means of analyzing customer data in analytical CRM since
they can help the organization discover the knowledge hidden in the great mass of data. In Customer
Relationship Management, grouping is important as it creates a profile for different customers and
provides the possibility of strategic planning on customer groups.

Data mining and applications. The term data mining was first introduced by Dr. Gregory Piatetsky-
Shapiro in 1989 in a conference on artificial intelligence in Detroit. Knowledge discovery and data mining
is an interdisciplinary and growing field incorporating many fields such as database, statistics, machine
learning, and other related areas to extract the valuable information and knowledge hidden in a great
mass of data [6]. Several definitions have been proposed regarding data mining concepts. For example,
according to Han and Kamber [7], data mining means exploring and analyzing a great mass of data to
discover meaningful patterns and rules. Data mining process is sometimes called knowledge discovery.
The concept of knowledge discovery or data mining refers to a set of methods involving all areas of
work, from data gathering to implementing the algorithm and model evaluation [8]. According to Pang-
Ning and Steinbach and Kumar [9], data mining technique is developed to cleanup large databases, and
to discover new and useful patterns that might remain unknown in these databases. Generally, data
mining techniques refer to extracting hidden information and the relations prevailing among them from
the great mass of data [10]. Among the newly developed techniques, data mining is the process of
discovering meaningful knowledge, such as patterns, continuities, important structures, and deviations,
from large databases [11]. Data mining is a fundamental tool necessary for revealing demographic
characteristics of the customers [6]. Data mining techniques can be used to achieve a wide range of
objectives. Some of its applications include:

- ldentifying profitable customers and their profile
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- Predicting the customer's buying behavior

- Focusing marketing activities on potential customers with higher probability of buying

- Estimating advertisement efficiency

- Optimizing the share of customer's shopping cart

- Side and overhead selling to customers based on previous purchases

- Predicting scams and fraud

One of the most useful areas of data mining is Customer Relationship Management. Data mining
has entered all areas of Customer Relationship Management, namely customer retention [4]. Customer
retention is considered the core component of CRM cycle and is of great importance. Customer
satisfaction, which refers to the current situation and his/her expectations, is necessary and essential for
customer retention [12]. According to the studies carried out by American researchers, new customer
acquisition costs is 5 times greater than the cost of retaining an existing customer. This is specifically
achieved through service department [2].

Market segmentation. The concept of market segmentation was first introduced by Wendell R.
Smith, and American expert, in the middle 1950, which is, in fact, a technology to categorize customers
into groups having similar features and tendency towards similar patterns [13]. In particular, market
segmentation categorizes customers into groups of similar characters in terms of demography,
geography, behavioural characteristics, and marketing strategies. Confronting markets with specified
and segmented demands guides marketing strategies towards increased profit expected from the
market. Most of market studies are focused on estimating how variables such as demography and social
and economic situations can be used to predict consumption differences and loyalty to a specific brand
[2]. This method is especially useful for organizations using sales promotion programs and targeted
services for different groups of customers. In order to categorize customers, one feature of the customer,
namely customer profitability, calculated by the organization is considered as decision-making feature,
and other features of the customer are considered as conditional features. Therefore, the purpose of
categorizing data is to reduce the great number of conditional features based on the value of decision-
making features [14]. The main core of marketing strategy is market segmentation. Marketing strategy
includes two parts: selecting the target market and developing an efficient marketing plan to be
successful in the target market. Therefore, market segmentation is a trend to identify and separate
buyers' features to:

- Select the markets that the organization wants to, or can, deliver its products and services.

- Design products and marketing plans to meet the requirements of the buyers.

According to this principle in marketing that the customers having similar features will also have
similar behavior against the organization and its products, and given the point that customers with similar
features are positioned in similar groups and market segments in the market segmentation methods, it
can be expected that the loyalty status of the customers positioned in a given market segment of an
organization is almost similar. The Table 1 shows distribution of some articles in the field of market
segmentation.

Literature review. In their study entitied "Estimating customer lifetime value based on RFM analysis of
customer purchase behavior", Khajvand et al.[15] focused in customer's loyalty and profitability to increase
market share. Customer lifetime was used in their study to categorize the customers of a cosmetic company.
To do so, two approaches were taken. The first approach used RFM methodology to categorize the
customers, while an additional parameter, called the frequency of observing product items, was added to RFM
method in the second approach. Comparing the two approaches indicated that adding this parameter makes
no difference in categorizing the customers. Therefore, customer lifetime is allocated to each segment based
on weighted RFM method. The result of customer lifetime for different segments can be used to explain
marketing and marketing strategies. In their paper entited "Analyzing customers' shopping cart using
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association rules in Shahrvan chain stores", Shahrabi and Soofi-Neyestani [16] localized the customers based
on their different conditions (e.g., geographic and economic conditions), market, shopping culture, etc., using
association rules and clustering algorithms. In their study, the best algorithm tailored to different conditions was
determined by comparing, evaluating, and implementing the algorithms mentioned above in one of the Iranian
chain stores, using customers' shopping cart analysis, stores' arrangement, and all issues related to customer
decision, according to the competitive market, social culture, and customers buying patterns in Iran. However,
customer decision depends on their income level and different stores available in different regions, i.e., the
number of stores and their variation in a given region. According to the researches performed from 2000 to
2011, 14,972 articles published were about data mining techniques (DMT), 216 of which, published in 159
journals, were about data mining applications. According to the studies carried out, the growth trend in data
mining techniques was mainly expertise-oriented, while the growth trend in the articles related to data mining
applications was mainly focused on solving the problem occurred on the organization [17]. Nan-Chen Hsieh
[18] performed a study entitied "An integrated data mining and behavioral scoring model for analyzing bank
customers”. Ngai et al.[4] addressed reviewing and categorizing the literature in the context of data mining
applications in Customer Relationship Management. In his study, the author reviewed selected articles from
2000 to 2006. The term data mining was first introduced by Dr. Gregory Piatetsky-Shapiro in 1989 in a
conference on artificial intelligence in Detroit. Since then, several articles have written in this context. Kim et
al.[19] used neural networks to manage loans. In an article entitled "Customer relationship management in the
hairdressing industry: An application of data mining techniques”, Wei et al.[20] addressed clustering the
customers in hairdressing industry. They clustered the customers using k-means algorithm and self-organizing
map (SOM), and used RFM model to examine research variables. Their results indicated four major groups of
customers: loyal, potential, new, and lost customers. Finally, the marketing strategies for each group were
determined. In an article entitled "An efficient CRM-data mining framework for the prediction of customer
behaviour", Bahari and Elayidom [21] proposed a model to retain customers using data mining techniques. To
do so, they used Bayesian neural network and simple neural network. They collected the data related to bank
customers in Portugal from 2008 to 2010 for analysis, and prepared them to feed into WEKA software. The
result of their study indicated that simple neural network model is more accurate.

Research methodology.

The present study is an applied research regarding its purpose since its results can be an effective
guideline for other researches and industries. In order to collect research data, the real customers' data
submitted in Perperook chain restaurants were used. The statistical population of the research included
all customers of Perperool chain fast food. Given using the real data of customers' transactions in this
research, the samples available for analyzing customers' data were used. According to the reports of
this company's branches, the number of samples in this study is considered to be near 3000 records.
Moreover, since this study led to discovering pattern and describing the profile of customers in an
industry, and since the purpose of data mining studies is knowledge discovery and using the knowledge
discovered in the future, this research is considered as a descriptive-development research.

Research procedure. In order to determine the factors influencing customer purchase and identify
customer profile in this study, first, the references and documents available in PubMed, Google Scholar,
and SID databases were investigated. Using these databases, the factors to be considered were identified
in the form of variables such as demographic characteristics and customers' shopping cart. These factors
were written in the form of a table of variables for further investigation, and the details associated with any
of them, namely data type and range, were specified. Finally, a checklist was pre pared based on these
variables to collect the required data. Then, the data collected through checklist were fed to the SPSS 22
software. The data set of this research included 3000 records of Perperook fast food customers in the
second half of 2015. Preprocessing, including correcting or deleting null data, determining the permissible
limit and correcting impermissible values, conducting new calculations for some features and converting
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them to other features were performed on the data to improve them for using in analysis tool. Data mining
methods and SPSS Clementine 14 software, and classification algorithms including decision tree and
association rules in particular, were used to analyze the data obtained.

Table 1 - Research variables

No. Feature Description Type
1 ID Customer account number Numerical
2 AGE Age Numerical
3 SEX Sex Binary
4 VALUE The monetary volume purchased Numerical
5 PMETHOD Payment method Nominal
6 CUSTOMERS PRODUCTS PURCHASED Shopping cart products Binary

Algorithms used.

Decision tree. One of the well-known algorithms in classification method is decision tree algorithm.
The structure of a decision tress is a tree structure, like flowchart, so that each internal node in this
structure specifies a test on a feature, and each branch of the tree shows the output of this test. Leaf
nodes also represent classes. The highest node in the tree is the root. Figure 1 shows a decision tree.
This figure illustrates the concept of the possibility of buying a computer by a customer, which predicts
whether the customer is interested in buying the computer or not. The internal nodes and leaf nodes are
shown by rectangle and ellipse, respectively [7].

age?
< 30 years old » 40 years old

30-40 years old
v v

student? (ves customer's
credit
no VEs ; moderate excellent l
( no } (yes) (no “) fves)

Figure 1 — An example of a decision tree

Decision tree is one of the powerful and common methods for classification and prediction. Unlike
neural networks, the decision tree generates law, i.e., the prediction obtained by the decision tree
structure is described by a set of rules, while only the results are predicted in the neural networks and
the method of achieving those results remains unknown. Furthermore, unlike neural networks, it is not
necessary for the data to be numerical in the decision tree. In some cases, only the correctness of
classification and accuracy of prediction obtained by it is important, and there is no need to provide at
explanation for the prediction made. Some characteristics of decision tree are:

- Not removing the data in classification into different groups

- Using decision tree techniques during marketing and seeking for new customers accepting our
product offers is very useful.

- Ease of understanding the model presented. In other words, although understanding the working
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procedure of algorithms creating the tree might not be easy, understanding the results obtained by them is.

- Classifications made by decision tree can be done based on similarity of the data stored in the
predicting parameters.

Association rules. Association rules are one of the major techniques in data mining, and are almost
the most form of discovering and extraction the patterns in a learning system. Association rules discover
the attractive relationship between a great set of data. This relationship can help the decision-makers. In
fact, the association rules represent conditions repeatedly happening in a data set at a same time. The
rules extracted explain the presence of some features based on other features. Some basic concepts
have to be defined before introducing the algorithms related to exploring the association rules:

- The set of items existing in a database is represented by Item Set={X1, X2,.....}.

- Forany rule as Y > X, two values are specified: support and confidence.

- The probability of simultaneous presence of X and Y is combined in the transaction (support).

- There is a conditional probability for the transaction having X to have Y as well (confidence).

Therefore, the rule Y>X with S=50% & C= 7.66% means that X and Y, combined together, are
present in 50 percent of transactions, and in 7.66 percent of the transactions, Y will be present whenever
Xis present. Exploring association rules in databases involves the two following stages:

- Discovering the largest item set (set of items with support value greater than a certain level).

- Using the item set discovered in previous step and creating association rules.

Generally, most tasks are done to optimize execution of the first step, i.e., discovering the largest
item set since finding the rules directly would be possible by having the largest set of data. The following
discusses different algorithms proposed to discover the largest item set.

Apriori algorithm. Apriori algorithm was used in this study to discover association rules. Using this
algorithm has been recommended by many researchers due to its high responding speed. First, the
minimum value of prior support and the minimum confidence was specified. Increasing these values
results in fewer, but more credible rules. The input of this algorithm is a set taken from the set of rules.
This algorithm tries to find subset of items shared at least between C sets of items. Apriori is a down-to-
up algorithm, so that an item is added to the repetitive subsets at each stage (generating candidate).
The set of candidates are evaluated in the data. The end condition of the algorithm is lack of presence of
another successful development method. The purpose of this algorithm is finding the largest item set
meeting minimum support and confidence. The two following assumptions are considered in this
algorithm:

- Any subset taken from a repetitive item set will be repetitive itself (i.e., if the set {a,b,c} is assumed
to be repetitive, the set {a,b} will be repetitive as well).

- Any superset of a non-repetitive item set is non-repetitive itself (i.e., if {a,b} is non-repetitive, the
set {a,b,c} will also be non-repetitive).

The Apriori algorithm works in a way that it generates an item set of length (k+1) from the candidate
item set of length (K) at each repetition, and continues it until reaching an item set of maximum length.
The key item set is obtained by multiplying the candidate set by it. The problems associated with this
method are great volume of transactions in the database, their long-time search in each repetition, and
large number of candidates in each repetition.

Analysis of research findings.

Descriptive study of research variables. Investigating the database under study, 3071 records
were identified as the raw data. During data treatment process, 13 records were deleted due having over
50% blank fields, 45 records were deleted due to being repetitive, and 13 records were deleted due to
having outlier data. Finally, 3000 records were analyzed as valid data. The statistical results obtained by
research data are given in the following Table 2 and Table 3 in terms of continuous and discrete
variables.
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Table 2 - Statistical results of continuous variables of the research

No. Feature Description Type Minimum Maximum
1 ID Customer’s account number Numerical
2 AGE Customer’s age Numerical 16 50
3 MONEY The monetary volume purchased Numerical 100007 498666
Table 3 — Statistical results of discrete variables of the research
No. Feature Description Type Statistical distribution
4 SEX Customer’s sex Binary Male (49%) Female (51%)
5 PMETHOD Payment method Binary Cash (37%) Credit card (63%)
6 HOMETOWN Region Binary Inside the region (49%) Outside the region (51%)

Besides descriptive study of the research variables, statistical distribution of the shopping cart items
purchased by the customers was studied, whose results are given in the Table 4.

Table 4 — Statistical results of discrete variables of the research

No. Item Type Yes NO
1 Season Salad Binary 30% 70%
2 Pizza 1 Binary 18% 82%
3 Pizza 2 Binary 18% 82%
4 Caesar Salad Binary 30% 70%
5 Hamburger Binary 20% 80%
6 Hotdog Binary 30% 70%
7 French Fries Binary 29% 1%
8 Fried Chicken Wings Binary 29% 1%
9 Soft Drink Binary 18% 82%
10 Vegetable Pizza Binary 29% 1%
11 Fried Shrimp Binary 28% 72%

After normalizing, treating, and cleansing the data, the database was introduced to the software in
Excel format, and shown in customer’s shopping cart after performing the required adjustments for the
sake of better understanding and easier interpretation on all samples using network graph of relationship
between the items purchased (Figure 2).

Pizza 1 Hotdog
W,

Pizza 2

Hamburger

Vegetable Pizza @f
French Fries

Season Salad " N-
Fried Shrimp

(© Fried Chicken Wings @ Hamburger
O Pizza 2 © vegetable Pizza

@ Hotdog
@ rrench Fries

@ Pizza1

© Season Salad

Figure 2 — Network graph of the relationship between the customers’ shopping carts items
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According to Table 5, the following items have a high correlation with each other:
- Hotdog, French fries, Cesar salad

- Vegetable pizza, season salad

- Fried shrimp, fried chicken wings

Table 5 — Results of Apriori

Result Previous Support Confidence Lift index
French fries Hotdog, Cesar salad 173 84.393 2.88
Cesar salad French fries, hotdog 17 85.882 2.834

Hotdog Cesar salad, French fries 16.7 87.425 2.895

Association rule and Apriori algorithm. One of the most important parts of data mining is
discovering association rules in the database. These rules guarantee the necessity of presence of some
features (items) in case of presence of other items. Item set: any subset taken from the set of items (1) is
called an “item set”. In most of the algorithms, discovering the continuity rules is divided into the two
following sub-problems:

1. Finding all subsets of “I” (item set) whose frequency (occurrence) in the dataset is determined to
be greater than one. The set of items whose frequency of occurrence is equal to, or greater than, the
specified level are called “large item set”, and others are called “small item set”.

2. Using large item sets to generate the desired rules.

An Apriori algorithm was used to discover association rules. The working procedure is so that the
algorithm used a set of K elements to find an item set with (K + 1) elements. The steps involved in this
algorithm are:

- SetK=1.

- Generate a set of repeated objects with length of 1.

- Continue the following steps until no repeated item set is generated:

o Obtain the candidate set of objects with length of (K+1) from the repeated set of objects with
length of (K).

* Remove the set of candidate objects having a non-repetitive subset of length (K).

 Obtain the support value of each candidate by searching in the transaction database.

* Remove non-repetitive candidates, and keep only the repetitive ones.

The minimum support and confidence considered in this study were 10% and 80%, respectively.
Thereupon, the following rule was extracted from the database:

The lift index was used to evaluate association rules. This index is obtained by dividing confidence
over support value. The greater the value than 1, the more attractive the rule extracted. According to the
network graph of relationship between the products, 3 classes of customers were identified, whose
shopping behavior and shopping cart is as the following (Table 6):

Table 6 — Labeling the customers based on shopping cart analysis

No. Class of customers Description of the products purchased
1 Customers caring for health Vegetable pizza, season salad
2 Customers caring for food volume Hotdog, French fries, Cesar salad
3 Free-living customers Fried shrimp, fried chicken wing

According to the product groups extracted, the decision tree is used in the following to discover the
rules associated with the products purchased and people’s demographic features.
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C5 decision tree. This model is used to generate a decision tree or a set of principles. This model
can generate more than two sub-nodes for some nodes as required, and its target field must be stratified
(Figure 3 and Figure 4).
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Figure 4 — Important and influential variables in labeling the customers based on C5 decision tree

The monetary volume of purchase and sex are two influential variables in labeling the customers
based on this decision tree. According to the nodes obtained, the rules of this tree are:

- If the sex is male and the monetary volume is less than 169,000 IRR, the customers will fit one of
the three classes identified.

- If the sex is female and the monetary volume is greater than 169,000 IRR, the customers won't fit
any of the three classes identified.

According to the results obtained by this decision tree, the model accuracy for educational and test
data is 97% and 96%, respectively (Figure 5 and Figure 6).
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Figure 5 — The rules extracted from C5 decision tree
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Figure 6 — Accuracy of C5 decision tree

Quest decision tree. Quest is a single-variable binary tree, which uses standard linear separation. This
tree is upgraded version of the FACT tree. It uses Kido-Pearson test to calculate the relationship between any
of the input features and the target. The F-test, which is the generalized version of t-test, is used in this method
to evaluate the similarity and difference between two or more population. In this test, the total population
variance test is broken down to its primary factors. Therefore, it is also called variance analysis test. This test is
sued when it is decided to compare the correlation between a number of populations, rather than two
populations since comparing the mean values of a number of populations is very difficult by t-test. This test is
used to investigate the equality of variance between two populations. Given the outputs of this tree, the
important parameters in labeling the customers are money and sex (Figure 7, Figure 8 and Figure 9).

Predictor Importance

Target: Derive6

money|
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pmethod|
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Figure 7 - Important and influential variables in labeling the customers based on Quest decision
tree
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Figure 8 — Quest decision tree

= Results for output field Derive6
E-Comparing SR-Derive6 with Derive6

i | 'Partition’ 1_Training 2_Testing
. | Correct 1925 96.62% 965 96.52%
‘| Wrong 75 3.38% 35 3.48%
Total 2000 1000

Figure 9 — Accuracy of Quest decision tree

According to the results obtained by this decision tree, the accuracy of this model for educational
and test data is 97% and 96%, respectively.

Conclusion and recommendation. The purpose of this study was to analyze customers' shopping
cart and propose a model to improve Customer Relationship Management process in Perperook fast
food. The findings of this research showed that customer classification can help identify their hidden
pattern in purchasing behavior, which can be used for improving the decisions in Perperook chain
restaurants. The ultimate goal of this research was to extract easy rules for decision making in the
context of developing CRM strategies. According to Pareto Principle, 80 percent of an organization's
profit is obtained from 20 percent of its customers. Therefore, the organizations must identify the
customers' importance level, and recognize which customers have a higher share in organization's profit.
This study used Apriori algorithm to identify the products purchased in customers' shopping cart in order
to answer its first question, i.e., analyzing customers' shopping cart using data mining algorithm. The
rules and principles hidden in customers' profile were also extracted using decision tree algorithms.
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Moreover, regarding the objectives of this study, one can discuss developing marketing strategies after
identifying the target customers in order to promote efficient relationship with customer. Therefore, the
Table 7 is designed to answer both questions mentioned earlier, so that it could be the basis of
developing marketing strategies for Perperook chain restaurants.

Table 7 — Customer classification based on the rules extracted and development of marketing
strategies specific to each class

Type of Food Marketing strategies
customer purchased
Healthy Vegetable - Using advertising slogans focused on healthy food for fans of these products
pizza, - Attending advertising campaigns focused on supporting healthy food
season salad | - Active presence in social networks focused on preserving the environment

- Distributing advertising teasers of the process of producing these products without using oil
- Mentioning the contents of these products in leaflets used by the customers

Voluminous Hotdog, - Considering promotional initiatives, .g., a free starter to increase sales of hotdog

French fries, | - Redesign and redevelopment of hotdog products (e.g., using larger bread, increasing the
Cesarsalad | sandwich contents, etc.)

- Offering various sauces to the customers along with serving hotdog

- Offering considerable discounts in case of ordering this product at night

- Offering discount to customers serving this product in the salon

Free-living Fried shrimp, | - Addressing the adolescents and young adults to serve these products
fried chicken | - Publishing advertising tools, namely brochure and leaflet, with pictures of these products in
wings order to attract the audience and stimulate their appetite

- Opening branches in crowded areas due to presence of audiences

The research results indicated that using Apriori algorithm for the available data, three classes of
customers were identified: caring for health, caring for food volume, and free living. Table 7 shows
customer classification and the food purchased by them. Moreover, using C5 decision tree indicated that
variables such as the monetary volume purchased and sex are the factors influencing the type of food
purchased by the customer. Compared to the literature, the findings of this research are also interesting.
Hosseinzadeh-Shahri et al.[3] addressed classification and analyzing the shopping cart of Boof fast food
customers across Tehran City. They showed that there are three classes of customers in this fast food:
interested in health, easygoing, and indifferent. In their studies performed in American fast foods, Jang
et al.[22] identified four groups of customers: aware of health, indifferent, easygoing, and adventurous.
Kim at al.[5] addressed identifying fast food customers and labeling them based on sensitivity to food
health, volume, and price. According to the results obtained in this study, the following suggestions are
made tailored to the customers identified:

- Categorizing the products, focusing on healthy food in the advertising tools such as leaflet,
billboard, etc.

- Positioning the branches of this fast food around recreation and sports centers, where there is a
higher possibility for presence of the youth.

- Offering the main course along with different sides, including French fries and cola, and giving
promotions in this class.

- Offering larger sandwiches or offering foods with extra bread in order to make sure the customers
are full.

- Training the cashiers for introducing the set of foods to the customers and increasing their
knowledge regarding the foods served in this fast food.

According to the rules and principles extracted in customers' profile, the following suggestions are
also made:
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- Given the important role of money and sex as two variables, it is suggested that the advertising
schemes be implemented specific to these variables, and their result be evaluated.

- In order to retain the loyal customers, it is suggested to use advertising campaigns tailored to daily
community events.

- In order to increase the customers attending the branches, more activity in the social networks and
attracting the customers is suggested.

- Itis also suggested to design a professional system based in the rules extracted from the decision
tree to be aware of the customer's shopping behavior and their loyalty status.

- Itis suggested to grant a credit card to the customers from the organization to record their loyalty
status in the systems such as customers club.

- Other variables, such as the monetary purchase volume, purchasing frequency, and last purchase
date, can also be used for labeling the customers.

- It is suggested to distribute questionnaires periodically in the branches to become aware of
customers preferences.

Suggestions for future studies.

- Using other statistical populations, e.g., other chain fast foods, to cluster the customers and
compare the results with the results of current study.

- Using other data mining methods and algorithms, such as neural networks and Bayesian
networks, to identify the important research variables.

- Think tank sessions can be used to find customers preferences, and investigate the loyalty status
of the customers by this method (face to face interview).
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Po3poGka cTpaTerit MapKeTUHIy 3 BUKOPMCTaHHAM YNpaBniHHA B3aEMOBIAHOCHHAMU 3 KNiEHTaMK Ta 360py AaHMX
(npuknap pocnimkeHHs: Mepexa pectopaHis Perperook)

Mopsad 3 nidsuleHHaM KOHKYpPEHmoCnpoMoXHocmi 8 cghepi nociye Ons 36ibWeHHA qucna KiieHmig i ompuMaHHs
KOHKYPEHMHUX nepesag WIIsSiXoM CMBOpPeHHs 3a00801eHOCMI KIiEHMIg 8UKOPUCMaHHS KOHUeNuill iHmenekmyansHo20 aHanisy
npugepHyno ysazy OocnidHukig i eanyseli sk Hosull iHcmpymeHm Ons uiei Memu. Y 38'a3ky 3 yum, iHOycmpis weudkoeo
XapuyeaHHsi, K 2ally3b, fika ece bifblie 3pocmae 8 0CmaHHi PoKU, 8gaxaembcsa Oyxe npusabnusum puHKom Ons KnieHmis. Y
OaHull yac O0CridKeHHA CnpsIMOBaHe Ha BUKOPUCMaHHS aneopummie iHmenekmyansHo20 aHanisy 0aHux Ons kameaopusayii
KrieHmig 8 xap4osili npoMuco8ocmi i NPONoOHye MapkemuHaosi cmpameaii, adanmosaHi 00 KOXHOI epynu ideHmucbikogaHux
KnigHmig. Cmamucmuy4He HaceneHHs Ub020o O0CmiOXeHHs ekmtoyae daHi, npedcmasneHi 8 iHmeapoeaHiti cucmemi pecmoparis
mepexi Perperook, sika cknadae 6inbwe 3000 OokymeHmig. Kpim moeo, aneopummu iHmenekmyansHoeo aHanizy 0aHux, 30kpema
Oepeso piweHb i aneopumm Quest, 6ynu euxkopucmaHi 8 ubomy AocridxeHHi Ons kameaopusauii KrmieHmig eidnogioHo Ao
3amoesieHb, npedcmasneHumu 8 cucmemi. Pe3ynbmamu yb020 oCid)eHHs nokasylomb, WO KilieHmie pecmopaHy Weudko2o
XapyysaHHs Perperrok moxHa po3dinumu Ha mpu OCHOBHI epynu: 300posi, OCHOBHA binbwicmb i KnieHMU, sKi 8inbHO Xusyms. Y
KiHyi docnioxeHHs npedcmaeneHi OemarnbHi pe3ynbmamu i cmpameeii, noe'a3aHi 3 6yOb-SKOI0 3 OCHOBHUX 2pyn KiigHmig, a
MaKoxX nNpakmuyHi nponosuuyii.

KntoyoBi cnoBa: ynpaeniHHS B3aEMOBIOHOCMHAMM 3 KMiEHTaMK, iHTENEKTyanbHUi aHanis faHux, anroputM Apriori, [epeBo
pilLeHb.

®.X. KawaHu, accucTeHT, akynbTeT MeHemxmeHTa, LieHTpanbHbiin TerepaHckui ounuan, Mcnamekuit yHuBepeuteT Asag
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3. Waxmup3any, marucTp, dhakynbTeT MeHepkMeHTa, LieHTpanbHbiit Terepanckuii dunuan, Wcnamckuin yHueepeuteT Asag
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PaspaGoTtka cTpaTteruit MapkeTWHra ¢ UCMONb30BaHMEM yNpaBrieHUsl B3aUMOOTHOLUEHNSMU C KNWEeHTaMu U cGopa
HaHHbIX (NpUMep 1ccnefoBaHus: CeTb pecTopaHoB Perperook)

Hapsdy ¢ nosbieHUeM KOHKypeHmocnocobHocmu 6 cgpepe ycrye 0N YeenudeHus yucria KIueHmos U NOmyyeHust
KOHKYPEHMHbIX Npeumywiecme nymem co30aHusi ydoeiemeopeHHOCMU KIUEHMO8 UCNOmb308aHuUe KOHUenyull UKmerekmyansHoeo
aHanusa npueriekno eHuMaHue ucciedogameneli u ompacnel Kak Hoebili uHcmpymeHm Ans amol uenu. B ces3u ¢ amum,
undycmpusi bbicmpo20 numaHus, kak ompacrb, Komopas ece 6onbwe pacmem 8 nocredHue 200bi, CYUMaemcs O4eHb
npuenekamenbHbIM pbiHKOM Ol KITUEHMo8. B Hacmosiwee epems uccriedosaHue HanpaeieHo Ha UCNOMb308aHUE ansopummos
UHMeNnekmyarnbHoe0 aHanusa OaHHbIX O Kameaopu3ayuu KIUEHmo8 8 NuLesoll NpOMbILUMEHHOCMU U npednazaem
MapKkemuHeosble cmpameauu, adanmuposaHHble K Kaxdol epynne udeHmMUUUUPOBaHHBIX KiIueHmog. Cmamucmuyeckoe
HaceneHue 3moeo uccnedogaHusi ekmoYaem OaHHble, npedcmasrieHHble 8 UHMezspUpPOBaHHOU cucmeme pecmopaHog cemu
Perperook, komopas cocmaensiem bonee 3000 OokymeHmos. Kpome mozo, aneopummbi UHMENIeKMyarnbHO20 aHanu3sa 0aHHbIX, 8
yacmHocmu Oepego peweHuli u aneopumm Quest, bbinu ucnonb3oeaHs 8 smom uccnedogaHuu Onsi kKameaopu3ayuu KIueHmos 8
coomeemcmeuu ¢ 3aka3amu, npedcmaeneHHbIMU 8 cucmeme. Pe3ynbmambi 3moeo uccriedosaHust noKasbiearom, Ymo KiueHmos
pecmopara bbicmpoeo numakusi Perperrok MoXHO pasdenume Ha mpU OCHOBHbIE 2pynNbi: 300p0BbIE, OCHOBHOE BOMBLIUHCMBO U
c80600HOXUBYLUE KITUEHMbI. B KoHue uccredogaHus npedcmasiieHsl NoOpobHbIe pe3ynibmamsl U cmpameauu, C8s3aHHble ¢ 6ol
U3 OCHOBHbIX 2pyNN KIUEHMO8, @ MaKkXXe NPaKmMUYeCKUe NPEONOXEHUS.

KntoueBble crnosa: ynpasneHne B3aMOOTHOLIEHNSIMU C KIMEHTAMU, UHTENMEKTYaNbHbIA aHanu3 AaHHbIX, anroputm Apriori,
[IepeBO PeLLEeHNI.
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