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Abstract. This paper presents is to develop and compare neural network and conventional based controllers for a
boiler of steam power plant. Designs of two different controllers for pressure and temperature are presented for keep-
ing the boiler working in normal condition and improve efficiency. These controllers consist of NARMA controller
of ANN and a conventional proportional-integrator-derivative (PID) controller. These parameters are adjusted by
built a model and implementation in MATLAB program according to the requisite of the steam power plant and the
control objectives. The results show a neural network is best controlled and superior performances of power plant
from PID controller artificial neural network and PID have been applied in Al-Dura power plant in Baghdad. There-
fore, neural networks have been extensively utilized in many industrial applications.

Keywords: Artificial Neural Network, control, PID, NARMA controller.

1 Introduction

The control system is an important part of steam pow-
er plant. When a control system is weakening lead to
damage and shutdown of boiler for this reason design
modeling of control systems and applied of different
types of controllers of industrial plants. Applications of
steam generation modeling to control systems can classi-
fy into ANN and PID. Many authors have suggested sys-
tem controller and models by using intelligent technique
such as applied Artificial neural network (ANN) to obtain
the relationships between input and output data variables
of the system. The neural network controllers are exten-
sively used for their suppleness for completion on many
systems and good reference track capacity [1]. The au-
thors applied dynamic artificial neural network base on
genetic algorithm (GA) to control and identify the ad-
vantages and disadvantages of ANN trained by GA. a
genetic algorithm utilzed to train a Layer-Recurrent
Network, Focused Time-Delay Neural Network, a Elman
Network, and Nonlinear Autoregressive Network with
exogenous inputs. The results of simulation provide a
good accuracy of model the generalization by a nonlinear
system of neural network. The training time is shorter of
dynamic neural networks and faster of convergence
speed. Also the generalization of the Elman network and

the NARX network are better than the FTDNN and the
LRN networks and the training error of the LRN network
is the smallest among the DNNs. The NARX and the
Elman network may be describe the complex system
because of the back-forward in the DNN. Arrange of the
system will be set before the training because the FTDNN
network is the feed-forward multilayer [2]. This study
obtained application of neural network for control of
solar plants. This plant consists of a hybrid diagram com-
bining the possibilities of neural networks for estimate
purposes with the well-know hypothesis and general
industrial application of PID techniques. The neural net-
work is training base on data that measured from the
plant provided that a way of development between a set
of PID controllers and verify the use of several local line-
ar controllers to cope with changes in the plant behavior
induce by different operating conditions. Experimental
results show the neural networks are able to learn by data
systems this data collected at “Platforma Solar de Alme-
ria” (Spain), neural network is see as an extension rather
than substitute of linear identifiers and controllers that
can be previously working and applied to a plant model
and the computational requirements with a small initial
knowledge .the results were obtained from this control
strategy [3]. In this study present use of Artificial Intelli-
gent and PI Controller to analysis dynamic performance
and control methodology developed by Load frequency
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control of number of areas interconnected hydrothermal
power reheat system. three areas interconnected consists
of steam plant in three areas consists of hydro plant, the
arrangement of most complex system like hydro plant
and steam plant with reheat are interconnected that in-
creases the nonlinearity of system. This model of tech-
nique is built in Simulink \ MATLAB. The results show a
conventional controller and intelligent with the addition
of slider gain provide a good performance in each area of
hydrothermal combination and reduce the oscillation of
the frequency variation and the tie line power flow. A
comparison of Artificial Intelligence with PI controller
illustrates the excellence of proposed ANN based ad-
vance more Fuzzy and PI for the conditions. the intelli-
gent control advance using ANN conception is supple-
mentary perfect and more rapidly than the fuzzy and con-
ventional PI controls diagram even for a difficult dynam-
ical system[4]. In this study applied a Neural Network
based PI and PID controllers design and simulated of a
pneumatic servo actuator to increase the position accura-
cy. Pneumatic servo actuators in employment systems are
usually used in industrial mechanization. In these designs
training Neural Network depending on feedback repre-
senting change in location error and changes in external
load force to present controllers with appropriate gain ,
these gains must be keep the positional response of over-
shoot, rise time and steady state error as minimum. The
results show the Neural Network based PID controller
was more than with PI controller in trained and generate
with simpler construction and minimum Mean Square
Error [5].

The aim of this research is to control of variables pres-
sure and temperature of boiler of Al-Dura power plant in
Baghdad which affected of maximum generated power
and plant performance by intelligent technique and com-
pared between them.

2 Research Methodology

2.1 Artificial neural networks

The first time of appear artificial neural network by
Bernard Widrow in 1950’s [6]. An artificial neural net-
work is a computing structure that is made up of a assem-
bly of simple, very much interconnected by neurons with
transfer functions. The Neurons are including input layer,
hidden layer and output layer. The system dynamic com-
plexity is determined by the number of hidden layer and
neurons in layers for ANN model. ANN learns by train-
ing .all inputs of ANN has its own weight. The Weights
are determined during network training process. Neural
network attempted to look like the human brain to resolve
difficult problems in many applications in the field of
engineering. Figure 1 shows a simple structure of a ANN
with one input, one outputs and Figure 2 shows multiple-
input neuron structures where p, w, b, f, and a are input,
weight, bias, transfer function, and output corresponding-
ly. Formula 1 allows calculating the neuron output:

a=f(wp+b). (D

—= Output (a)

input (p) 0—— ¥, = f

lu

Figure 1 — Single-input neuron structure [7]

Multiple-Input Neuron
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-
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> f

a=f(Wp+b)
Figure 2 — Multiple-input neuron structure [7]

The variables w and b can be determined by learning
rules so that the relation between the input and output
meet the predictable aim [7].

Training of ANN can be classified in to types super-
vised and unsupervised. In supervised learning means
that inputs and targets are known, but in unsupervised
learning the inputs are known but unknown targets and
the underlying relation within the data sets have to be
disclose by the ANN utilized the data cluster method.

The training procedure of neural network involves the
variation of parameters. So, it is needed to adjust the
number of neurons in the hidden layer so as to reach the
greatest converging network. A true process of training
ANN is generally base on an iterative estimate in which
the variables are in succession updated in numerous steps.
Such a step can be based on a single information item, on
a set of them, or on all obtainable data points. In each
step, the desired outcome is compare with the real one
and using the data of the architecture, all variables are
changed slightly such that the error for the presented data
points decreases [8]. Artificial neural networks (ANN)
are useful in many fields of science, knowledge and tech-
nology. They provide an alternative approach to the simu-
lation of complex, ill-defined and uncertain systems [9—
11].

2.2  PID control

The widely utilized in industrial control systems is a
proportional-integral-derivative (PID) controller due to
their suppleness for give the designer on the system dy-
namics. it was introduced to industry in 1939. PID is a
generic feedback control system that objective is to min-
imize the values of a measured and a desired difference
by adjusting the process control inputs this called error.
The PID controller consist of three coefficients the pro-
portional P, the integral I and the derivative D values that
can be translate in terms of time. The controller PID can
present the requisite control action designed for a exact
process by regulate present error, accumulation of past
errors, and calculation of future errors [12]. It is also
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usual to use just PI, PD, P or I controllers. The formula 2
shows the algorithm of PID:

ult)=K, e(t)+%je(r)dr+Tdd27(tt) , 2

where u — control signal; e — control error; K, — pro-
portional gain; 7; — integral time, and T, — derivative
time.

The amount of three parameters including P, I and D
acts control signal [13].

Figure 3 shows the block diagram of PID controller,
where y and r are the measured process and reference
parameters.

r(t)

J +
u(t) Plant / y(t). e(t)
Process | >

I K Ix (r)dr

Figure 3 — Block diagram of PID controller [7]

2.3 Modeling of boiler using PID and neural
network

The Simulink-MATLAB is used to design and imple-
ment an artificial neural network and PID controller.
Adjust the gain of PID according to tuning algorithm in
MATLAB to obtain a excellent balance between perfor-
mance and robustness, and saving the system working in .
The type of artificial neural network controller using is
the nonlinear autoregressive moving average (NARMA)
are designed and employed to control of pressure and
temperature of boiler of steam power plant. NARMA
implement in the ANN toolbox of simulation MATLAB.
In system identification of ANN model of the plant is
developed. Controller block of NARMA is shown in
Figure 4.

Reference
E SO—
T
f g Control .
Signal
Plant ~
> — =

Output

Figure 4 — Controller block of NARMA

The scheme of plant identification for the NARMA of

boiler model is working by adjusted parameters for gen-
erating data by insert, min and max values for the plant

input and output ,min and max interval values. The size
of the hidden layer, the number of delayed plant inputs
and outputs, the sampling interval and finally the training
function is the Levenberg-Marquardt Training Algorithm
(TrainLM). The training network then select by the re-
sponse of the resulting plant model was display. Separate
plots for validation data, training data and testing data
that’s shown in Figures 5—7. The performance of neural
net work and regression is shown in Figures 7, 8. The
block controller of PID is shown in Figure 9, as well as
the model of boiler using PID and Neural network is
shown in Figure 10.
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Figure 5 — Plant identification of NARMA (a)
and generate data (b)
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Figure 10 — Block diagram of boiler design using NARMA and PID

3 Results and Discussion

The combination of two or more of intelligent tech-
niques produces a strong system of high efficiency and
effectiveness. Intelligent techniques are very useful in the
modeling and predicting of high complex systems having
nonlinearity and uncertainty in their models. In some
applications of more than one part in their systems, it is
very difficult to evaluate or drive such mathematical
models which can identify these systems, however, by
obtaining some data for the inputs and outputs of system.

When implementation Simulink model of whole sys-
tem, the results shown in Figure 11 allow obtaining the
responses of pressure and temperature of model. As it can
be see from these figures the response of the controller
using neural network is rapid and after about 7 second it
is stabilized but when using PID the response of the con-
troller is stabilize after 18 second. From this result show
the artificial neural network response is better than PID.
These advantages are because of the special construction
and algorithm of the network. Neural network method
can be a suitable alternative to standard modelling tech-
niques as obtain data sets show nonlinearities in the struc-
ture. It has established ability to solve combinatorial op-
timization troubles in engineering plants.

b

Figure 11 — The responses of temperature (a)
and pressure (b) of a model
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4 Conclusions

This paper developed two types of controller struc-
tures for two significant outputs from the models and
their matching values from the measured information sets
temperature and pressure of boiler steam generation .
These controllers of steam generation are NARMA of
Artificial neural network controller and PID conventional
controller. These controllers applied and adjusted their
parameters and tune in Simulink\MATLAB according to
the requirement of the steam generation structure and the
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IopiBHAIBLHMIA aHAJI3 3aCTOCYBAHHS NMPONOPUiHO-IHTerpajabHo-Iu¢epeHniaJIbHOro

peryJasTopa i Ty4YHOI HEHPOHHOI MepesKi VI KePyBaHHS MAaPpOBUM KOTJIOM €JIEKTPOCTAHIII
Canim X., Cynrran X. @., [IxaBag P

TexHoNOTiYHMH YHIBEpCUTET, By anb-Cinaa., 10066, M. barnax, Ipak

AHoTauisi. Y CTaTTi NpeacTaBiIeHo po3poOJeHy METOIHKY MPOBEICHHS MOPIBHAIBHOIO aHAI3y 3aCTOCYBaHHS
HEHPOHHUX MEpeX 1 KOHTPOJIepiB I TPaJULIHHUX KOTIIB MapoBHX eleKTpocTaHwiil. IIpeacTaBiieHi cxeMH IBOX
PI3HHX KOHTPOJIEPIB ISl THCKY i TeMIepaTypy Uil MATPUMKHA POOOTH KOTJIa B HOPMAIGHOMY CTaHi Ta IiJBHIICHHS
edexruBHoOCTi. L[i KOHTpONepH ckianaroThes 3 HemiHiiiHOro NARMA-KkoHTposiepa mITy4HOi HEHPOHHOI Mepexi Ta
TPaAMIIHHOTO MPONMOpPUiHO-IHTerpabHO-AN(EepeHIiaTbHOTO peryisitopa. Lli mapamMeTpu KOPHUTYIOTBCS IUIIXOM
moOyI0BU MOJENI Ta mojansinoi peanizamii y mporpami MATLAB BigmoBiHO 10 BUMOT TapOBOI €EKTPOCTAHIIIT Ta
uineit ynpapiiHHsA. PesynbraT CBimyaTh, IO HEHpOHHa Mepeka KOHTPOJIOETBCS Kpallle, a Ha ENeKTPOCTAHILT
Anpb-JTropa y M. barman 3acTOCOBYIOTBCSL XapaKTepUCTHKH BiIIOBIZHOI MO €JIeKTPOCTaHIIl 3 BUKOPUCTAHHAM
PID-koHTponepa i IITy4yHO! HEHPOHHOI Mepexi, 10 Moke OyTH 4YeproBHM MiATBEpIKEHHS e(QEeKTHBHOCTI
3aCTOCYBaHHS HEHPOHHUX MEPEXK y 6araTthboX raimyssx IMpOMHUCIOBOCT.

KinrouoBi ciioBa: mry4yna HelipoHHa Mepexa, kepyBaHHs, PID-kontponep, NARMA.
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