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Abstract. Since the first bankruptcy prediction models developed in the 60th of 20th century numerous different
models have been constructed through the world. These individual models for bankruptcy prediction have been
created in different time and space using different methods and variables. During this period various statistical
methods have been used starting with the most popular univariate, linear and multivariate discriminant analysis,
logistic regression, probit regression, decision trees, neural networks, rough sets, linear programming, principal
component analysis, data envelopment analysis, survival analysis and so on. Therefore, we aim to provide deep
insight and analyse the bankruptcy prediction models developed in countries of Visegrad four, with the emphasis on
methods applied and explanatory variables used in these models, and evaluate them through appropriate statistical
methods. Specifically, cluster analysis to explore the differences between basic groups of financial indicators and
designed clusters of explanatory variables. Based on the analysis of more than one hundred bankruptcy prediction
models we can conclude the most used variables, which serves as a basis for further research and development of
prediction models in Visegrad group countries. Three clusters were developed which representing various explanatory
variables while these clusters differ from basic groups of financial indicators. According to detected clusters we
recommend to choose the most frequently used variables from each created cluster. From the cluster one revenues
from sales/total assets ratio; from the cluster two the construction of models should contain current ratio, and from the
cluster three we recommend to use ROE. Also if we take into consideration the total frequency together with the
constructed clusters we advise to use more variables from clusters two and three. Results of the provided study may
be used not only by researchers and enterprises but also by investors during the construction of bankruptcy prediction
models in conditions of an individual country.

Keywords: bankruptcy, bankruptcy prediction, variables, countries of Visegrad four.

Introduction. Business default can have a variety of forms, different course, results and
consequences. The consequences, in particular, are the engine of research and development of methods
and models that allow predicting failure with a certain amount of time in advance to know the likely
development of business fundamentals over the next few years (Gandolfi et al., 2018). Consequently,
mainly because of the globalization and interdependence of individual national economies, the impact of
the extinctions and bankruptcies of enterprises is more quantitative than in the past. Individual national
economies do not operate alone but rather interact intensively with each other (Balcerzak et al., 2018).
Based on this, not only businesses but also the economies of individual countries are increasingly
dependent on each other, so a financial crisis of one country can be transferred to another country with a
short delay and will soon become global (Ahmad et al., 2018). Business failures can be identified in the
literature by different terms, such as the corporate financial health, bankruptcy, financial difficulties, default,
credit risk, ex-ante financial analysis, early warning systems, etc. (Svabova et al, 2018). The
consequences of failure are the main platform for research and development of methods and models to
predict business failure in time, as well as to detect its current financial health. In market economies, these
consequences have a direct impact not only on the owners but on all stakeholders involved in the
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interaction with the business (Forgassy et al., 2018). Consequently, the bankruptcy prediction models —
early warning systems allow to identify the level of the financial health of a company in terms of its past
results towards the future. Individual models are based on the assumption that in the development of the
company can be found some differences in comparison with financially good companies sometime before
the bankruptcy itself. (Popp et al., 2018; Blanton, 2018; Salaga et al., 2015) The prediction of company’s
failure or the financial health of the enterprise has been researched by various authors for decades, and
their efforts to predict the future financial situation of the company have brought a large number of different
prediction models. These individual models of financial health prediction were created in different time and
space, using various methods and explanatory variables. (Zvarikova et al., 2017) Thus, the main goal of
the study is to provide deep insight and analyse the bankruptcy prediction models developed in countries
of Visegrad four, with the emphasis on methods applied and explanatory variables used in these models,
and evaluate them through appropriate statistical methods. To accomplish given goal of the study, one
scientific question was build: Is there any difference between basic groups of financial indicators and
designed clusters of explanatory variables used in bankruptcy prediction models of Visegrad group
countries?

Literature Review. Since the first and well-known studies of Fitzpatrick (1932), Altman (1968) and
Beaver (1966) numerous studies dedicated to the research of bankruptcy prediction of the enterprise have
been developed. These are an object of various studies such as Ravi Kumar & Ravi (2007), Bellovary
(2007), Dimitras (1996). These models vary from various perspectives. Each model has been developed
in the specific condition of the individual country and environment. Furthermore, the basic data set usually
consisted of companies from various economic categories. Thirdly, the main difference is the methodology
used for model construction. So, we can conclude that also various explanatory variables were used in
these models. Primarily, univariate analysis was used. This was followed by the use of Multiple
Discriminant Analysis, which is considered as one of the most popular methods applied for bankruptcy
prediction. Another group of popular methods is the application of LOGIT and PROBIT for detection of the
probability of default of the company. (Kliestik et al., 2019) These methods were followed by mathematical
programming methods, such as Linear Programming (Nath et al., 1992), Data Envelopment Analysis
(Ouenniche & Tone, 2017), Linear Goal Programming (LPG) (Gupta et al., 1990), Multi-Criteria Decision
Aid Approach (MCDA) (Zopoudinis & Doumpos, 1999). On the other side in recent years’ popular methods
include artificial intelligence (Sion, 2018), like Fuzzy Rules-Based Classification Models (Spanos et al.,
1999), Survival Analysis (Luoma & Laitinen, 1991), Decision Trees (Messier & Hansen, 1988), Rough Set
Analysis (McKee, 2000), Genetic algorithms (Gordini, 2014), Neural networks (Kasgari et al., 2012), Expert
systems (Messier & Hansen, 1988) and Self-organizing maps (SOM) (Kiviluoto, 1998). The research
interest focused on countries of Visegrad four. In the Slovak Republic, various methodologies were applied
from well-known MDA method, LOGIT and PROBIT method to decision trees, DEA analysis and neural
networks (Gurcik, 2002; Delina & Packova, 2013; Gavurova et al., 2017; Kliestik et al., 2018). In Poland
the situation is similar, but there have been developed more than sixty models since nowadays. These
models used also mainly MDA, LOGIT, PROBIT, neural networks, but also genetic algorithms,
classification trees and survival analysis (Pogodzinska & Sojak, 1995; Gajdka & Stos, 1996; Korol, 2004;
Pisula et al., 2013; Ptak-Chmielewska, 2016). In Hungary, as in other post-Soviet countries, the problem
of corporate insolvency emerged in the early 1990s. In these models except traditional methodologies
used in other countries, models applied the techniques of support vector machines and rough set theory.
(Hajdu & Virag, 2001; Virag & Kristof, 2014; Bauer & Edrész, 2016). The last country of the Visegrad
Group in the Czech Republic. They also constructed models mainly through the use of the above-
mentioned methods — multiple discriminant analysis, LOGIT, PROBIT, DEA, neural networks (Valecky &
Slivkova, 2012; Karas & Reznakova, 2013; Vochozka et al., 2015; Nemec & Pavlik, 2016).
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These are only a few mentioned models developed in Visegrad group countries. So, based on the
above mentioned we aim to provide a deep insight into the bankruptcy prediction models developed in
countries of Visegrad four, with the emphasis on explanatory variables used in these models, and evaluate
them through cluster analysis to explore the differences between basic groups of financial indicators and
designed clusters of explanatory variables.

Methodology and research methods. To accomplish the aim of the presented study we provided a
deep review of 103 bankruptcy prediction models developed in countries of Visegrad four, namely Slovak
Republic, Hungary, Poland and the Czech Republic with the emphasis on methods used in these models
and explanatory variables. After extensive study of bankruptcy prediction models constructed in Visegrad
group countries, we have identified 103 models in which all information could be provided (such as
research sample, explanatory variables, the method applied, year of development and so on). The
collection of all necessary data was the biggest limitation of the presented research, so we had to remove
other models with incomplete information. Table 1 shows the number of models in individual countries.

Table 1. Number of prediction models in individual countries

Country V4 Number of studies %
Poland 63 61 %
Czech Republic 23 22 %
Slovak Republic 11 1%
Hungary 6 6%
TOTAL 103 100 %

Source: calculated by the authors.

Based on the table we can conclude that the highest number of the analysed models were from
Poland.

Cluster analysis allows to sort the objects into clusters so that the objects within a common cluster are
from as much similar as possible, objects in different clusters are significantly divergent (Guha et al., 2000).
To cluster the explanatory variables used in bankruptcy prediction models in Visegrad group countries,
authors use the heuristic-based agglomerative hierarchical method of clustering. The hierarchical method
was calculated through Ward’s method, which minimizes the heterogeneity of clusters according to the
minimum variance criterion. Ward's minimum variance criterion minimizes the total within-cluster variance.
At each step, the pair of clusters is found that leads to a minimum increase in total within-cluster variance
after merging. (Cygler & Wyka, 2019) This increase is a weighted squared distance between cluster
centres. At the initial step, all clusters are singletons (clusters containing a single point). To apply
a recursive algorithm under this objective function, the initial distance between individual objects must be
(proportional to) squared Euclidean distance. The initial cluster distances in Ward's minimum variance
method are therefore defined to be the squared Euclidean distance between points:

dij = /X, (xik — xjk)? (1)

where xi is the value of k-th variable of the i-th object and xi is the value of k-th variable of the j-th
object. In the hierarchical approach, we obtain a hierarchical structure of similarities between objects in
the form of a tree, called a dendrogram, which illustrates the arrangement of the clusters produced by the
analyses. (Ward, 1963).

Results. To accomplish the given aim of the study was necessary first to make a deep insight into the
analysed models. As we have mentioned before 103 bankruptcy prediction models of Visegrad group
countries were detected and analysed. For the development of these models were used in different
statistical methods. Application of these methods in individual countries is revealed in Table 2.
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Table 2. The method used for the construction of the bankruptcy prediction models

Method Method | Number of studies %
Discriminant analysis (MDA+LDA+QDA) DA 51 50%
Conditional probability (Logit+Probit) CP 36 35%
Neural network (NN+ANN+ANFIS+SOM+FUZZY) NN 2 2%
Decision trees (Regression Trees+RE-EM+CHAID) Trees 2 2%
DEA DEA 2 2%
Others Other 10 10%
TOTAL 103 100%

Source: calculated by the authors.

According to Table 2 can be summarized, that researchers prefer to use mainly the linear, multiple
and quadratic discriminant analysis. This is followed by conditional probability methods (logit and probit
models), neural networks (artificial neural networks, adaptive network-based fuzzy inference system, self-
organizing map and fuzzy logic), decision trees (regression trees, RE-EM, CHAID), data envelopment
analysis and some other. The proportion of applied methods can be graphically visualized in Figure 1.

= DA

= CP
NN
Trees

= DEA

= Other

Figure 1. The proportion of used methods
Source: calculated by the authors.

These methods can be associated together as discriminant analysis methods, conditional probability
methods and others. So only 16% of models and studies in these countries used other methods (Table 3).

Table 3. The method used for the construction of the bankruptcy prediction models

Method Number of studies %
Discriminant analysis 51 50%
Conditional probability 36 35%
Other 16 16%
Total 103 100%

Source: calculated by the authors.

Although, the applied method is an important task of constructed models we aim to focus and highlight
the explanatory variables used in these models. Therefore, Table 4 summarizes the number of explanatory
variables used in the analysed bankruptcy prediction models of Visegrad group countries.

According to the table, we can determine that it is optimal to use three to seven variables in the final
bankruptcy prediction models. Together, there are 507 financial indicators identified in the models.
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Table 4. Number of explanatory variables used in the bankruptcy prediction models

Number of explanatory variables | Number of studies | % | Total number of explanatory variables

0 2 2% 0
2 9 9% 18
3 14 14% 42
4 30 29% 120
5 14 14% 70
6 12 12% 72
7 12 12% 84
8 4 4% 32
9 2 2% 18
11 2 2% 22
12 1 1% 12
17 1 1% 17

TOTAL 103 100% 507

Source: calculated by the authors.

Some of them are used almost in every study, especially the ones from the earliest studies, some of
them are unique. In the presented research, we focus on those financial ratios, which appear at least 4
times in all models (30 most frequently used ratios in Visegrad group countries). It is important to
investigate these explanatory variables in the context of the frequency of their usage in the bankruptcy
prediction models in individual countries. This is shown in Table 5.

Table 5. Number of explanatory variables used in the bankruptcy prediction models in
individual country

Factor R%ﬁt;“c Hungary | Poland Rs:::sll;c Total | Total %

Current ratio 5 0 20 3 28 9,21%
Liabilities/Total Assets 6 0 17 3 26 8,55%
Quick ratio 5 3 10 1 19 6,25%
Equity/Total Assets 2 0 13 3 18 5,92%

ROA 4 0 11 2 17 5,59%

Cash ratio 9 0 6 1 16 5,26%

Working Capital/Total Assets 3 0 11 2 16 5,26%
EBIT/Total Assets 8 0 2 4 14 4.61%
Operating Profit/Total Assets 0 0 12 2 14 4,61%
Cash Flow/Liabilities 0 4 8 1 13 4,28%

ROE 4 0 8 0 12 3,95%

Total Revenues/Total Assets 5 0 6 0 11 3,62%
Total Sales/Total Assets 4 0 3 3 10 3,29%
Revenues from Sales/Total Assets 0 0 7 0 7 2,30%

(Current Assets + Accrued
Assets)/(Current Liabilities + Accrued 0
of Liabilities + Special Funds + 0 0 6 0 6 1.97%
Accrued Revenue)

Cash Flow/Total Assets 1 3 1 1 6 1,97%
Total Assets/Liabilities 4 0 2 0 6 1,97%

EBT from Sales/Operating Costs 0 0 6 0 6 1,97%
ROS 1 1 2 2 6 1,97%
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Continued Table 5

Interest Income/(Profit from Economic 0
Activity + Interest Income) 0 0 6 0 6 1.97%
Equity/Liabilities 4 0 1 1 6 1,97%
(Equity - Share Capital)/Total Assets 0 0 5 0 5 1,64%
EBIT/Interest Expense 5 0 0 0 5 1,64%
Retained Earnings/Total Assets 1 0 1 3 5 1,64%
Working Capital/Fixed Assets 0 0 5 0 5 1,64%
Inventory/Revenues from Sales365 0 0 5 0 5 1,64%
Cash Flow/Total Liabilities 1 0 2 1 4 1,32%
EAT/Inventory 0 0 4 0 4 1,32%
EBT/Total Assets 0 0 3 1 4 1,32%
EBT/Total Sales 0 0 4 0 4 1,32%

Total 72 11 187 34 304 100%

Source: calculated by the authors.

Identified explanatory variables can be arranged also according to the basic groups of financial ratios;
ratios of activity, liquidity, profitability and debt. Also according to the cluster analysis, we can compare if
the designed clusters match with the basic groups of financial ratios.

Table 6. Explanatory variables with the frequency of their usage in the bankruptcy
prediction models

Activity Ratios Frequency Liquidity Ratios Frequency
Total Revenues/Total Assets 1 Current ratio 28
Total Sales/Total Assets 10 Quick ratio 19
Cash Flow/Total Assets 6 Working Capital/Total Assets 16
Revenues from Sales/Total 7 Cash ratio 16
Assets
Inventorsy;i;i\iggges from 5 Working Capital/Fixed Assets 5
(Equity - Share Capital)/Total Assets 5
Total 39 Total 89
Profitability Ratios Frequency Debt Ratios Frequency
ROA 17 Liabilities/Total Assets 26
ROE 12 Equity/Total Assets 18
EBIT/Total Assets 14 Cash Flow/Liabilities 13
Operating Profit/Total Assets 14 Equity/Liabilities 6
EBT from Salec/Operating 6 Total Assets/Liabiliies 6

(Current Assets + Accrued Assets)/(Current
ROS 6 Liabilities + Accrued of Liabilities + Special 6
Funds + Accrued Revenue)
Interest Income/(Profit from Economic

Retained Earnings/Total

Assets 5 Activity + Interest Income) 6

EBIT/Interest Expense 5 Cash Flow/Total Liabilities 4
EBT/Total Assets 4
EBT/Total Sales 4
EAT/Inventory 4

Total 91 Total 85

Source: calculated by the authors.
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The results of the analysis presented in table 6 will serve as a basis for the cluster analysis to explore
if there are any differences between basic groups of financial indicators and designed clusters of
explanatory variables. Based on table 6 we can also sum up that the most important and the most
frequently used is the group of profitability ratios, focusing on the assessment of a corporation’s ability to
generate earnings. This is in the mutual correlation with the bankruptcy prediction, while in most countries
the corporate, which doesn’t generate earnings, is considered as bankrupt. On the other side, the variable
with the highest frequency is the current ratio, which is a liquidity and efficiency ratio that measures a
corporation’s ability to pay off its short-term liabilities with its current assets. When the corporate is not
possible to pay its short term liabilities it signalizes problems. The second most significant variable is the
liabilities-to-total-assets ratio, from the group of debt rations. This variable examines how much of a
corporation’s assets are made of liabilities. It is also a signal for the corporate if the value of this variable
is high that there are some potential solvency problems, which may result in the corporate’s bankruptcy.
Table 6 was a basis for the calculation of the cluster analysis, which results represented in the created
dendrogram are presented in Figure 2.

0 S 10 15 20 25
o8 = 1 1 1 1 1
130 30—
126 26—
f25 25—
122 22—
f20 20—
f18 18—
f15 15
f14 14—
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s 5—
f4 45—
f2 2
f1 1
f12 12—
7 17
f11 11—
123 23
f16 16—
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3 33—
f9 9
129 29 J
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Figure 2. Dendrogram of analysed explanatory variables
Source: calculated by the authors.

Dendrogram presents the results of clustering of 30 most frequently used explanatory variables and
three main clusters are identified. These are displayed in Table 7. Designed groups of explanatory
variables differ from the four basic groups of financial ratios. The final dendrogram reveals only three
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groups of ratios and these are grouping differently from the original scaling. For the construction of
bankruptcy prediction models in Visegrad group countries in the future, we can recommend choosing the
most frequently used variables from each created cluster. Therefore, from the cluster one revenues from
sales/total assets ratio; (current assets + accrued assets)/(current liabilities + accrued of liabilities + special
funds + accrued revenue) ratio; EBT from sales/operating costs ratio; interest income/(profit from
economic activity + interest income) ratio.

Table 7. Created clusters of analysed explanatory variables

Cluster1 Cluster2 Cluster3
f14 Revenues from Sales/Total Assets f1 Current ratio f11 ROE
(Current Assets + Accrued Assets)/(Current Total Revenues/Total
f15 | Liabilities + Accrued of Liabilities + Special | f2 |Liabilities/Total Assets| f12 Assets
Funds + Accrued Revenue)
f18 EBT from Sales/Operating Costs f4 | Equity/Total Assets | f17 | Total Assets/Liabilities
o | Interest Income/{Profit from Economic | ¢ ROA 123 | EBIT/Interest Expense
Activity + Interest Income)
f22 (Equity - Share Capital)/Total Assets f6 Cash ratio f3 Quick ratio
05 Working Capital/Fixed Assets 7 Working Capital/Total 9 Operating Profit/Total
Assets Assets
f26 Inventory/Revenues from Sales*365 f8 | EBIT/Total Assets | f10 | Cash Flow/Liabilities
28 EAT/lnventory fra | 1ot SASSTTOL | 446 | Cagh FlowrTotal Assets
f30 EBT/Total Sales f21 Equity/Liabilities | f19 ROS
Retained
24 Eamings/Total Assets 29 EBT/Total Assets
Cash Flow/Total
for Liabilties

Source: calculated by the authors.

Similarly, from the cluster two the construction of models should contain current ratio; liabilities/total
assets ratio; equity/total assets ratio; ROA and cash ratio. Finally, from cluster three we recommend to
use ROE; total revenuesftotal assets ratio; total assets/total liabilities ratio; EBIT/interest expense ratio
and quick ratio. Also if we take into consideration the total frequency together with the constructed clusters
we advise to use more variables from clusters two and three.

Conclusions. The prediction of bankruptcy is an issue of interest of researchers for many years.
Various different models containing several explanatory variables and applying dissimilar methods have
been constructed. In the presented study we focus only on bankruptcy prediction models developed in the
countries of Visegrad four, namely Slovak Republic, Czech Republic, Hungary and Poland. Thus, the main
aim of this study was to provide deep insight and analyse the bankruptcy prediction models developed in
countries of Visegrad four, with the emphasis on methods applied and explanatory variables used in these
models, and evaluate them through appropriate statistical methods. Based on the deep literature review,
which we have provided, we have analysed 103 bankruptcy prediction models of Visegrad group countries,
focusing on the methodology and explanatory variables used. Applying cluster analysis on these
explanatory variables the three clusters were created. Therefore, we can conclude the most used
variables, which can serve as a basis for further research and development of prediction models in
Visegrad group countries. For the construction of bankruptcy prediction models in Visegrad group
countries in the future, we can recommend choosing the most frequently used variables from each created
cluster. From the cluster one revenues from sales/total assets ratio; (current assets + accrued
assets)/(current liabilities + accrued of liabilities + special funds + accrued revenue) ratio; EBT from
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sales/operating costs ratio; interest income/(profit from economic activity + interest income) ratio. From
the cluster two the construction of models should contain current ratio; liabilities/total assets ratio;
equity/total assets ratio; ROA and cash ratio. Finally, from cluster three we recommend to use ROE; total
revenues/total assets ratio; total assets/total liabilities ratio; EBIT/interest expense ratio and quick ratio.
Also if we take into consideration the total frequency together with the constructed clusters we advise to
use more variables from clusters two and three. Based on the provided calculations can be summarized
that for the development of bankruptcy prediction models in countries of Visegrad four should be used
determined groups of explanatory variables. The choice of an appropriate and specific variable in a specific
country may be very helpful for enterprises, researchers and investors in the process of construction and
development of bankruptcy prediction models in conditions of the individual country.
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IHHOBaUiHI niAxoAu B ynpaBniHHi 6aHKPYTCTBOM: NpUknaa Kpaii Buwerpaacbkoi yeTBipku

Asmopamu susHa4eHo, wo nepwi modesi diazHocmuku baHkpomcmea 6yrnu po3pobrieHi y 60-x pokax XX
cmonimmsi. [pu ybomy Habip 3MiHHUX, W0 byru xapakmepHUMU Orisi KOHKpemHo20 sunadky GiaeHocmuKu
b6aHkpymcmea. Tak, eukopucmogysanucb cmamucmuyHi mMemodu O0OHOBUMIPHO20, HiHilIHO20 ma
bazamosumipHo20 OuCKpUMIHaHMHO20 aHanidy, modesi foeicmu4Hoi pezpecii, npobim-peepecii, depesa
piweHb, HelipOHHUX MePEeX, HeMOYHUX MHOXUH, JTiHIlIHO20 rpoepamy8aHHsl, Memod 0CHOBHUX KOMIMOHeHMmiIe,
aHanizy 3eedeHux OaHux mowo. Y cmammi rpoaHanizoeaHoO ma cucmemamu308aHO OCHOBHI Moderi
OGiaeHocmuku UimogipHocmi 6aHKpymcmea, w0 3acmocogyeasnuchb 8 KpaiHax Buweepadcbkoi epynu, 3
BUOKPEMITEHHSIM OCHOBHUX IMOSICHI8alIbHUX 3MIHHUX. Aemopamu 30ilicCHeHO KracmepHul aHaria 3 Memoro
8UBYEHHS 8i0MiHHOCMeU MiX OCHOBHUMU 2pyrnamu ghiHaHCO8UX MOKa3HUKie ma po3pobreHuMu Knacmepamu
rosicHo8anbHUX 3MiHHUX. Ha ocHoei pe3ynbmamie aHanizy noHad cma modernell Mpo2HO3y8aHHS
baHKkpymcmea cchopmosaHo cucmemy 3MIHHUX, WO Cmasio OCHo8ow 07 nodanbwux OOC/iOXeHb ma
po3pobok modesnell nposHO3ysaHHs1 8 KpaiHax Buweepadcbkoi epynu. Y cmammi cgpopmosaHo mpu
Krnacmepu, Wo 8KII0Yaomp PIi3Hi MOSICHI08abHI 3MiHHI, W0 8i0pIi3HAIOMbCS 8i0 OCHOBHUX 2Py ¢hiHaHCO8UX
rokasHukig. BidrnogidHo 0o eusierieHUX Kiacmepig, 3anporoHo8aHO cucmemy 3MiHHUX. Tak, 3 rnepuio2o
Krnacmepy 8UOKPeMIIeHO HacmynHi nokasHUKu: koegbiuieHm Aoxody ei0 npodaxy/3azasibHux akmusig. 3
Opyeoz0 Knacmepy: NoKasHUKU criggiOHOWeHHS, a 8i0nogiOHO 3 mpempboeo knacmepy nokasHuku ROE. Kpim
Ub020 8CMaHOBIEHO, WO Halldacmiwe Ha npakmuuyi 8UKOPUCMOBYOMb MOKa3HUKU 3 Kiiacmepy d8a ma mpu.
Aemopamu Ha2ooweHo, Wo ompumaHi peayrnbmamu Q0CiOKeHHsI MOXymb 6ymu euKkopucmaHi He minbKu
docnioHukamu ma nidnpuemcmeamu, ane U iHeecmopamu npu nobydosi Mmodesi MpoeHO3y8aHHs
baHKpymcmea 8 ymogax OKpeMoi KpaiHu.

Kntoyosi croBa: GaHKpyTCTBO, NPOrHO3yBaHHs GaHKpYTCTBA, 3MiHHi, KpaiHu Bulerpaacbkoi rpynu.

Manuscript received: 20.05.2019.
© The author(s) 2019. This article is published with open access at Sumy State University.

Marketing and Management of Innovations, 2019, Issue 4 251
http://mmi.fem.sumdu.edu.ua/en



