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INNOVATIONS IN MANAGEMENT FORECAST: TIME DEVELOPMENT OF STOCK PRICES WITH 

NEURAL NETWORKS 
 

Abstract. Accurate prediction of stock market values is a challenging task for over decades. Prediction of stock 
prices is associated with numerous benefits including but not limited to helping investors make wise decisions to 
accumulate profits. The development of the share price is a dynamic and nonlinear process affected by several factors. 
What is interesting is the unpredictability of share prices due to the global financial crisis. However, classical methods 
are no longer sufficient for the application of share price development prediction. However, over-relying on prediction 
data can lead to losses in the case of software malfunction. This paper aims to innovate the prediction management 
when predicting the share price development over time by the use of neural networks. For the contribution, the data 
on the prices of CEZ, a.s. shares obtained from the Prague Stock Exchange database. The stock price data are 
available for the period 2012-2017. In the case of Statistica software, the multilayer perceptron networks (MLP) and 
the radial basis function networks (RBF) are generated. In the case of Matlab software, the Support Vector Regression 
(SVR) and the Back-Propagation Neural Network (BPNN) are generated. The networks with the best characteristics 
are retained and based on the statistical interpretation of the results, and all are applicable in practice. In all data sets, 
MLP networks show stable performance better than in the case of SVR and BPNN networks. As for the final 
assessment, the deviation of 2.26% occurs in the most significant differential of the maximal and the minimal 
prediction. It is not necessarily significant regarding the price of one stock. However, in the case of purchasing or 
selling a large number of stocks, the difference may seem significant. Therefore, in practice, the application of two 
networks is recommended: MLP 1-2-1 and MLP 1-5-1. The first network always represents a pessimistic, minimal 
prediction. The second one of the recommended networks is an optimistic, maximal prediction. The actual situation 
should correspond to the interval of the difference between the optimistic and pessimistic prediction. 
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Introduction. Predicting the time series is currently one of the most challenging tasks, but it also 
represents one of the essential areas of the development of statistics. According to Vrbka et al. (2019), 
the growing importance of this field is given mainly by its ability to describe dynamic systems encountered 
in everyday life. It can be stated that time series are applied practically in all areas of human activity, with 
a particular focus on planning and various types of predicting. Recently, the analysis of time series has 
been connected with the issue of predicting the development of the stock market, or more precisely, 
predicting share prices. Stock market prediction is the determination of future values of a firm's stock or 
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new financial instrument traded on the exchange by essential or practical analysis. Vrbka and Rowland 
(2017) state that predicting share prices is one of the critical financial topics important for the whole market 
economy and investors that require an accurate stock market price information to making ethical 
investment decisions.  

However, accurate prediction of share prices is a very complex process for many reasons. One of the 
reasons is the fact that the price share development is a dynamic, nonlinear process that is influenced by 
several factors – exchange rates, interest rate, aggregate economic activities or global price indexes. The 
unpredictability of price share due to the global financial crisis is particularly remarkable. Some research 
results indicate that classical methods are no longer sufficient for the application of share price 
development prediction. The main reason is the fact that they cannot be used for carrying out a proper 
analysis and prediction since there are problems such as the inaccuracy of predictions or low training 
speed. Therefore, new methods, techniques or application thus come to the fore, with the method of 
artificial neural networks being one of them (Vrbka et al., 2018). There could  be no doubt that stock price 
indexes are dynamic and complex. Therefore, accurate prediction of stock market values is a challenging 
task for over decades. As put forward by Groda and Vrbka (2017), precise stock price prediction shows 
the salient part in aiding financial market stockholders increase profit and obtain realistic trend of potential 
development based on the exponential alignment of time series using neural networks.  

This paper aims to innovate the prediction management when predicting the share price development 
over time by the use of neural networks. 

Literature Review. The development of Science and Technology in recent years has led to more and 
more people devoted to the study of the prediction, and it turns out to be more comfortable for researchers 
and investors to make a stock prediction by using different ways now, including machine learning, deep 
learning, and so on. Chen and He (2018) believed that it is reliable to use deep learning to predict stock 
prices. Combination of methods believed to have higher prediction accuracy compared to other techniques 
in stock price forecasting (Jujie & Danfeng, 2018; Endress, 2018; Plastun et al., 2019). Economists are 
today more unease with the monitoring and prediction of economic sequences due to the influence of the 
economic crisis in 2007/2008. Determining the current and future state of the economic cycle of 
businesses is tough. Composite Leading Indicators (CLI) can, however, be used to determine present and 
future statues of the economic cycle of entities. CLI provide early signals of the turning point in firm's 
sequences and shows the fluctuation of economic activities. According to Andrea et al. (2017), CLI 
predicted German economic cycle two quarters ahead with a cross-correlation value of 0.867, which they 
claimed was better than the predicted capabilities of OECD, Eurostat and IFO pointer.  

The multivariate nonlinear prediction model is a useful tool for stock price prediction in an emerging 
market (Ma and Liu, 2008). Artificial neural network (ANN) has so far displayed the best performance in 
financial time series forecasting. This approach gives excellent performance in predicting the values from 
the stock market indices (Wang et al., 2016). Besides, artificial Chemical reaction ANN (ACRNN) 
developed by Nayak et al. (2017) use chemical reaction optimisation to train MLP models for forecasting 
stock indices due to the ability to overcome issues of convergence, parameter setting and overfitting. It 
observed that ACRNN techniques demonstrate significant improvements in prediction accuracy over the 
MLP approach in the study period. 

Ntakaris et al. (2018) suggested an efficient way by monitoring the dynamics of a limit order volume 
to identify the information edge. Rodríguez-Gonzalez et al. (2011) presented CAST software as a set of 
solution for calculating relative strength indicator using ANN. The result of their research is very 
encouraging and reveal that the software can predict a given market as a whole along with the individual 
stock. Bulk and displaying parameters are vital in stock trading prediction (Dinh & Kwon, 2018). Two-
dimensional principal component analysis and Radial Basis Function ANN outperforms traditional principal 
component analysis as well as independent component analysis on the MLP (Guo et al., 2015). The reality 
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is that selecting input variables appropriately can generate a higher forecast accuracy, and it is possible 
to enhance the performance of optimised ANN (Qiu & Song, 2016). 

Stock price prediction can never be an easy task. Researchers mostly due to models use, or research 
focus attains mixed results. Statistica and Matlab software is used by researchers to set data for prediction 
using the machine or deep learning techniques. On the one hand, Matlab encompasses application-
specific toolboxes that allow it to learn and apply specialised technology. On the other hand, Statistica 
software is more comfortable in data mining and it flexible in handling a large number of data set. Prediction 
of stock prices is associated with numerous benefits including but not limited to helping investors make 
wise decisions in order to accumulate profits. However, over-relying on prediction data can lead to losses 
in the case of software malfunction. Therefore, the need for empirical research comparing the performance 
of the two types of software to aligning stock price development using ANN cannot be overemphasised. 

Nevertheless, it shall be noted that in addition to the types as mentioned above of software that is 
used for this contribution, there is other software capable of time series prediction, or share price 
prediction. One type is, for example, SPSS Modeler from IBM, known initially as Clementine. SPSS 
modeller is a sophisticated data mining tool that covers the whole data mining process, starting for the 
preparation of data to the application of the models' results in practice. It is applied mainly for the creation 
of predictive models and the performance of other analytical tasks. Its visual interface provides the users 
with the possibility to use statistical algorithms and algorithms of data mining without programming. Clear 
advantages of SPSS over other types of software consist of several fields. First, the software is user-
oriented and puts proper emphasis on the efficiency and the speed of data processing. Other advantages 
of SPSS include cooperation with company databases, which is at a very high level. Other types of 
software include the EViews programme developed by the company Quantitative Micro Software. This 
type of software provides its users with the possibility of the fast development of statistical relationships 
from data and their subsequent application for predicting the future values of the data.   

Methodology and research methods. The CEZ, a.s. is one of the most important business entities 
in the Czech Republic. It describes its activities, structure and vision as follows (CEZ, 2019): The CEZ 
Group is an integrated energy group operating in many countries in Central and Southeast Europe and in 
Turkey, its headquarters is in the Czech Republic. The Group's principal business activities include the 
generation, distribution, trade and sale of electricity and heat together with the trade and sale of natural 
gas and coal mining. CEZ Group companies employ almost 27,000 employees. 

The most important shareholder of the parent company CEZ, a.s. is the Czech Republic, its share of 
the registered capital (as of 14th June 2017) is almost 70%. The CEZ, a.s. Stocks are traded at the Prague 
and Warsaw Stock Exchanges, where they are included in the PX and WIG-CEE indexes.  

The mission of the CEZ Group is to provide safe, reliable and positive energy to customers and the 
entire society, to bring innovation to address energy needs and contribute to a higher quality of life. The 
strategy reflects the essential transformation of the energy market in Europe. The CEZ Group wants to 
operate its energy assets most efficiently and to adapt to the growing share of decentralised and emission-
free production. The next priority is to offer the customers a wide range of products and services in the 
synergy with the sale of electricity and gas. The third priority is to actively invest in prospective energy 
assets with a focus on the Central European region and in the promotion of modern technologies at the 
early stage of development. 

In the Czech Republic, the CEZ Group companies mine and sell coal, produce and distribute electricity 
and heat, trade-in electricity and other commodities, sell electricity, heat and natural gas to end customers 
and provide other services. The product portfolio consists of nuclear, coal, gas, water, photovoltaic, wind 
and biogas sources. 
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The stock price data are available for the period from 2nd February 2012 to 9th October 2017, i.e. 
1,442 records in total. The data are from the Prague Stock Exchange database. They are the final prices 
of every day in which the stocks were traded in the given period. The data statistics are in Table 1. 
 

Table 1. The statistics of the input data of the data set 

Statistics Stock price (Output) Statistics Stock price (Output) 
Minimum (Training) 364.1000 Minimum (Validating) 372.0000 

Maximum (Training) 840.0000 Maximum (Validating) 818.5000 

Mean (Training) 554.9726 Mean (Validating) 540.9051 

Standard deviation 

(Training) 

117.0231 Standard deviation 

(Validating) 

216.0132 

Minimum (Testing) 370.0000 Minimum (Overall) 364.1000 

Maximum (Testing) 816.0000 Maximum (Overall) 840.0000 

Mean (Testing) 546.0833 Mean (Overall) 551.5338 

Standard deviation 

(Testing) 

117.6275 Standard deviation (Overall) 115.9294 

Source: developed by the authors.  
 

The Statistica 12.0 DELL software and the Matlab software produced by The MathWorks, Inc. are 
used for data processing. Time is an independent variable. The price of the company stocks is a dependent 
variable. The time series is divided into three sets – training, testing and validating. 70% of the input data 
is in the first Group. The neural structures are generated based on the training data set. 15% of the 
remaining input information is left in the two remaining data sets. Both groups are available for the 
verification of the reliability of the neural network that has been found, i.e. the discovered model. 

The tool of the data mining of the neural network is used in case of the Statistica software. The time 
series regression is to be used correctly.  The multilayer perceptron networks (MLP) and the radial basis 
function networks (RBF) will be generated. The time series delay will be 1. The total of 10,000 neural 
networks will be generated. The five of them, with the best characteristics, will be preserved. The method 
of least squares will be used. Network generating will be terminated unless there is an improvement, i.e. 
the decrease of the value of the square aggregate. There will be preserved only such neural structures 
whose square aggregate of residua in proportion to the real development of gold is the lowest possible. 
At least two neurons, but not more than 20, will be in the hidden layer. In the case of RBF, there will be at 
least 21 neurons, but not more than 30, in the hidden layer. There will be considered the following 
activating functions in the hidden layer and the output layer for the MLP: Linear, Logistic, Atanh, 
Exponential, Sinus. 

The other settings will remain default; according to the ANS instrument – automated neural networks. 
If the outputs are not adequate, they can be modified by the adjustment of the weights of the individual 
neurons in the structure. In the case of the Matlab software, two kinds of neural networks will be used. 
Specifically, they are the Support Vector Regression (SVR) and the Back-Propagation Neural Network 
(BPNN). For the training set, the normalisation will be made by «mapminmax» function, which is the 
Matlab's function. In the case of SVR, the best parameters g&c will be sought by «SVMcgForRegress» 
function. The training set will be used to train the SVR model by «svmtrain» function based on the best 
parameters in the previous step and adopt the Gaussian kernel function to construct SVR. The training 
set will be brought into SVR to predict the prices of trading days and compute the prediction statistic. 
Subsequently, the testing set will be brought into SVR to forecast the prices of trading days and calculate 
the prediction statistic. After that, the validation set will be brought into SVR to predict the prices of trading 
days and compute the prediction statistic. To predict the price for the following one trading day, the price 
of last day of 1,442 trading days will be used, namely the price of the previous trading day to predict the 
price of the latter trading day. The prices of the following 61 trading days are predicted in the same way.  
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In the case of BPNN, the structures of BPNN will be built by «newff» function. The neurons will be set 
as follows: 4 neurons in the input layer, 2-20 neurons in the hidden layer and one neuron in the output 
layer (Figure 1).  

 

 
Figure 1. Neural network scheme 

Source: developed by the authors. 
 
Different functions will be used for the activation of the hidden and output layers. Subsequently, there 

will be set initial values for the BPNN model such as the maximum number of iterations, minimum error 
and others. The training set will be used to train the BPNN model by «train» function. After that, the training 
set will be brought into BPNN to predict the prices of trading days and compute the prediction statistic. 
The testing set will be brought into BPNN to forecast the prices of trading days and calculate the prediction 
statistic.  

Next, the validation set will be brought into BPNN to predict the prices of trading days and compute 
the prediction statistic. For this, the price of the last four day of 1,442 trading days will be used to predict 
the price for the following one trading day. There will be used the prices of the last three days and the just 
predicted price to predict the price for the following one trading day. The prices of the following 60 trading 
days are predicted in the same way.  

Having generated the neural networks, their validity will be evaluated expertly, not only according to 
statistical characteristics. The development of prices will be predicted for 62 following days in which the 
stocks will be traded. Finally, the performance of the Statistica software and the Matlab software will be 
compared. 

Results. Neural structures A (Statistica). Table 2 provides five neural networks with the best 
characteristics of the 10,000 generated structures. All the preserved neural networks are MLP networks. 
It means that the neural networks with RBF have met performance parameters and errors worse than the 
preserved neural networks. All of them were formed by Quasi-Newton algorithm; there was a different 
version in each time. Two functions were used to activate the hidden layer of neurons - namely the 
hyperbolic tangent and the logistic function. 
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Table 2. The summary of the preserved neural networks generated by the Statistica software  

Index 
Network 

title 

Training 

performance  

Training 

performance  

Validating 

performance 

Training 

error  

Testing 

error  

Validating 

error 

Training 

algorithm  

Error 

function 

Hidden 

layer 

activation 

Output 

act. 

function 

1 
MLP 

1-2-1 
0.997742 0.997614 0.997649 30.86339 31.51797 27.94235 

BFGS 

(Quasi-

Newton) 

86 

Sum of 

squares 
Tanh Identity 

2 
MLP 

1-2-1 
0.997759 0.997617 0.997649 30.62266 31.4799 27.91572 

BFGS 

(Quasi-

Newton) 

504 

Sum of 

squares 
Tanh Identity 

3 
MLP 

1-7-1 
0.997778 0.997605 0.997648 30.36993 31.63007 27.95397 

BFGS 

(Quasi-

Newton) 

123 

Sum of 

squares 
Logistic Tanh 

4 
MLP 

1-5-1 
0.997778 0.997597 0.997648 30.37189 31.74181 27.91681 

BFGS 

(Quasi-

Newton) 

143 

Sum of 

squares 
Tanh Tanh 

5 
MLP 

1-4-1 
0.997774 0.997603 0.997649 30.41342 31.67233 27.89103 

BFGS 

(Quasi-

Newton) 

88 

Sum of 

squares 
Logistic Tanh 

Source: developed by the authors. 

 

Two functions were likewise used to activate the neurons of the outer layer. They were the logistic 
function and the identity function in this case. The value of the correlation coefficient describes the 
performance of a neural network. The correlation coefficients of all the preserved networks and data sets 
are shown in table 3.  

 
Table 3. The performance of the preserved neural networks 

Neural 

network 

 Stock price 

Training data 

set 

Stock price 

Testing data 

set 

Stock price 

Validating data set 

1.MLP 1-2-1  0.997742 0.997614 0.997649 

2.MLP 1-2-1  0.997759 0.997617 0.997649 

3.MLP 1-7-1  0.997778 0.997605 0.997648 

4.MLP 1-5-1  0.997778 0.997597 0.997648 

5.MLP 1-4-1  0.997774 0.997603 0.997649 

Source developed by the authors. 

 

There is a search for a neural network that, ideally, has a correlation coefficient the closest to the value 
of zero. The performance of all three sets should ideally be similar. It means that the structure generated 
by the training data set is valid and verified on the two other data files. The value of the correlation 
coefficients of all neuronal structures and data sets is always higher than 0.997. The differences between 
the individual neural networks are minimal. Therefore, the analysis of prediction statistics (see table 4) will 
be principal. 
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Table 4. The statistics of the predictions of the individual neural networks  

Statistics 
1.MLP 
1-2-1 

2.MLP 
1-2-1 

3.MLP 
1-7-1 

4.MLP 
1-5-1 

5.MLP 
1-4-1 

Minimal prediction (Training) 367.3786 364.5671 366.0114 365.8832 366.3944 

Maximal prediction (Training) 834.9579 837.4499 830.2773 830.0707 828.0633 

Minimal prediction (Testing) 375.7819 373.7538 374.6131 374.5315 374.9392 

Maximal prediction (Testing) 804.5249 805.9253 807.1347 807.1093 806.9573 

Minimal prediction (Validating) 372.8233 370.5248 371.5806 371.4845 371.9272 

Maximal prediction (Validating) 817.9336 819.7824 818.9782 819.0903 817.9395 

Minimal residua (Training) -54.3914 -53.8817 -52.6843 -52.6893 -52.6833 

Maximal residua (Training) 33.7995 33.1885 33.0831 32.8209 32.8376 

Minimal residua (Testing) -40.2349 -40.8202 -40.9406 -41.2066 -41.1995 

Maximal residua (Testing) 18.6165 18.9097 20.2742 20.2101 20.135 

Minimal residua (Validating) -34.459 -34.5719 -34.6799 -34.7063 -34.6833 

Maximal residua (Validating) 23.0364 23.3467 23.9501 23.9698 23.9495 

Minimal standard residua (Training) -9.7906 -9.7369 -9.56 -9.5606 -9.553 

Maximal standard residua (Training) 6.084 5.9974 6.0032 5.9555 5.9544 

Minimal standard residua (Testing) -7.1668 -7.2754 -7.2795 -7.3139 -7.3207 

Maximal standard residua (Testing) 3.316 3.3703 3.6049 3.5872 3.5778 

Minimal standard residua (Validating) -6.5188 -6.5433 -6.5593 -6.5686 -6.5673 

Maximal standard residua (Validating) 4.358 4.4188 4.5299 4.5366 4.5349 

Source: developed by the authors. 
 

When monitoring the prediction statistics of the individual neural networks, it will necessarily be concluded 
that the differences between the networks are minimal, in all the statistics. The correct result can be indicated in 
the graphic development of the prices and predictions. Figure 2 shows the graphic comparison of the 
development of the original CEZ stock prices and the predictions calculated by all the neural networks. 

 

 
Figure 2. The time series with the predictions of 62 trading days (SW Statistica) 

Source: developed by the authors. 
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The figure shows that all the networks were able to copy the real price movement in the past data 
accurately. There seems to be a conclusion that all the networks are applicable in practice. At the end of 
the curve, there is an inserted forecast for the next 62 trading days. Figure 3 offers a detailed view of these 
62 trading days. Case number 1,442 corresponds to 9th October 2017. 

 

 
Figure 3. Predictions of 62 future trading days (SW Statistica) 

Source: developed by the authors. 
 

There is a noticeable specific dispersion of future predictions. However, there is a question, whether 
it is significant. The decrease in stock price is predicted for the period after 9.10.2017. Table 5 provides a 
detailed view of the selected cases of prediction. Specifically, it is every tenth case of the prediction. 

 
Table 5. The values of the selected predictions according to the individual neural networks (SW 

Statistica) 

Case 1.MLP 1-2-1 2.MLP 1-2-1 3.MLP 1-7-1 4.MLP 1-5-1 5.MLP 1-4-1 Maximum Minimum 
Difference 
max – min 

% of max. 
price 

1452 440.6009 440.6009 444.7157 445.3278 444.6116 445.3278 440.6009 4.7269 1.06 

1462 434.3502 434.3502 440.947 442.001 440.764 442.001 434.3502 7.6508 1.73 

1472 429.4501 429.4501 437.3622 438.7451 437.1413 438.7451 429.4501 9.295 2.12 

1482 425.7706 425.7706 434.0136 435.6161 433.813 435.6161 425.7706 9.8455 2.26 

1492 423.0996 423.0996 430.941 432.663 430.8253 432.663 423.0996 9.5634 2.21 

1502 421.2093 421.2093 428.1695 429.925 428.2005 429.925 421.2093 8.7157 2.03 

Source: developed by the authors. 

 

The table shows that the 1st and second neural networks have precisely the same course of predictions. 
It is always the minimum quantity of predictions at any given time. The other predictions are of lower 
values. However, they do not significantly differ among each other. Further, the table presents a summary 
of the maximal and minimal predictions of a particular case. 

Moreover, it calculates the difference between a minimal and maximal prediction. Subsequently, this 
difference is compared with the maximum forecast and expressed as a percentage of the difference 
concerning the maximum forecast. It was found that there is a difference between 1.06% and 2.26% 
between the minimum and maximum predictions. Neural structures B (Matlab). There have been 
generated the neural structures of SVR and BPNN by using the Matlab software. The results are noticeable 
in Table 6. 
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Table 6. The neural networks generated by the use of the Matlab software and preserved for a 
further analysis 

Net-
work 

Struc-
ture 

Training 
perfor-

mance 

Testing 
performance 

Validation 
performance 

Training 
error 

Testing 
error 

Validation 
error 

Hid- 
den 

layer 

active-
tion 

Output 
active- 

tion 

function 

SVR 

Gaussian 

kernel 
funct. 

0.99617721 0.942483679 0.961421597 8.55472142 171.394599 11.4165307   

BPNN 4-2-1 0.99618203 0.96629434 0.964811688 47.0688101 131.953981 108.233568 Tanh Linear 

BPNN 4-4-1 0.99619193 0.966384726 0.963908301 106.430039 60.459766 45.9663005 Sigmoi
d 

Linear 

BPNN 4-4-1 0.99616292 0.967289062 0.964725796 2.12662437 22.5721517 21.6854166 Linear Linear 

Source: developed by the authors. 

 

The table clearly shows that the networks display very high performance in every set. The correlation 
coefficient always exceeds the value of 0.99. Moreover, the margin of error is not significant in the 
individual sets. The SVR uses the structure of the Gaussian curve. The structure of the BPNN networks 
sis noticeable in Figure 4. 
 

BPNN 4-2-1           BPNN 4-2-1   BPNN 4-2-1 
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wj1
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Layer

Output 

Layer

Linear

Hidden 

Layer

 
Figure 4. The structure of the BPNN networks 

Source: developed by the authors. 
 

The schemes of Figure 3 reveal that the BPNN networks use four neurons at the input layer. Further, 
it is obvious what functions they use in the hidden and the output layers of neurons. The networks number 
3 and 4 coincide in terms of the basic structure. The difference, despite negligible, is evident in the 
performance of both networks. The more significant difference is clear as both networks use diverse 
activating functions in the hidden layer of neurons. The network number 3 uses sigmoid, i.e. a logistic 
function; however, the network number 4 uses a linear function like in the output layer of neurons.  

Table 7 shows the basic statistics of balanced time series. 
 

Table 7. The basic statistics of the balanced time series of the neural networks generated by the 
Matlab software  

Statistics 1 2 3 4 

Network SVR BPNN BPNN BPNN 

Structure Gaussian kernel function 4-3-1 4-4-1 4-4-1 

Minimum prediction (Training) 407.0621 407.9714 406.3211 405.4295 

Maximum prediction (Training) 832.3143 839.9131 836.0489 839.8496 
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Continued Table 7 
Statistics 1 2 3 4 

Minimum prediction (Testing) 395.2363 371.0123 366.965 364.445 

Maximum prediction (Testing) 471.23 471.3488 471.3677 471.6029 

Minimum prediction (Validation) 400.0095 398.3062 395.9693 394.3239 

Maximum prediction (Validation) 458.2943 459.27 459.481 459.0284 

Minimum residuals (Training) -52.9379 -54.3399 -53.9405 -53.9113 

Maximum residuals (Training) 34.07859 33.12688 32.79156 33.32858 

Minimum residuals (Testing) -31.3598 -25.0186 -23.5238 -23.6316 

Maximum residuals (Testing) 17.8597 15.08741 16.21703 17.81458 

Minimum residuals (Validation) -34.5177 -36.4147 -35.9884 -35.7899 

Maximum residuals (Validation) 11.6364 9.481688 9.888716 10.71401 

Minimum standard residuals (Training) -0.54757 -0.56744 -0.56202 -0.5622 

Maximum standard residuals (Training) 0.352495 0.345922 0.341662 0.347559 

Minimum standard residuals (Testing) -1.40515 -0.97412 -0.88596 -0.86566 

Maximum standard residuals (Testing) 0.800246 0.587439 0.61077 0.652571 

Minimum standard residuals (Validation) -2.24755 -2.35405 -2.25231 -2.19347 

Maximum standard residuals (Validation) 0.75768 0.61295 0.61888 0.656634 

Source: developed by the authors. 

 

The table reveals minimal differences between the individual networks and between the data subsets, 
i.e. training, testing and validating. One may assume that not only do the outputs have excellent 
characteristics, but they can be interpreted analogically. Therefore, the similar outputs of all the neural 
structures can be expected. However, in order to be sure, it is appropriate the depict the balanced time 
series realistically, including the prediction for a further 62 days (see Figure 5). 

 

 

Figure 5. The time series for 62 trading days (SW Matlab) 
Source: developed by the authors. 
 

Not only does the figure provide a balanced time series, but also the real course of the price of CEZ 
stocks in the monitored period. The figure makes the minimal deviations from the reality of the balanced 
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time series noticeable. The differences are especially apparent at the moment of predicting the future CEZ 
stock price. At that time, only the course of the time series balanced by the neural structures is being 
monitored. Figure 6 presents a closer view of the monitored interval.   

 

 

Figure 6. The prediction of the future G2 trading days (SW Matlab) 
Source: developed by the authors. 
 

The graph indicates that all the neural networks generated by the Matlab SW predict future growth. 
The most optimistic prediction presents the neural network number 2. It assumes the growth of the stock 
values exceeding CZK 514 in the monitored period. In contrast, the most pessimistic development of the 
CEZ stock prices predicts the SVR structure. It estimates the value explicitly at CZK 457.76 at the end of 
the monitored period.  

 

Table 8. The values of the selected predictions according to the individual neural networks (SW 
Matlab) 

Case SVR 
BP 4-2-1 

(Tanh-Linear) 

BP 4-4-1 
(Sigmoid-

Linear) 

BP 4-4-1 
(Linear-Linear) 

Maximum Minimum 
Difference 
max – min 

% of max. 
price 

1452 449.5811 463.4733 462.0947 456.5849 463.4733 449.5811 13.8922 3.00 

1462 450.3344 475.4135 472.0201 460.9302 475.4135 450.3345 25.0790 5.28 

1472 451.3812 486.7596 481.4384 464.9856 486.7596 451.3812 35.3784 7.27 

1482 452.8136 496.8808 490.1556 468.7703 496.8808 452.8136 44.0671 8.87 

1492 454.7284 505.5684 498.0552 472.3024 505.5684 454.7284 50.8400 10.06 

1502 457.1986 512.8788 505.0941 475.5988 512.8788 457.1986 55.6801 10.86 

Source: developed by the authors. 
 
The table clearly shows that the maximal and the minimal predicted prices gradually differ with time. 

In the case number 1,452, i.e. every tenth day of the prediction, the maximal and the minimal prices differ 
from each other by 3%. On the contrary, the difference reaches up to 11% in case number 1,502. However, 
despite these results, it is not possible to state unambiguously which of the neural networks created by 
Matlab will predict the future stock price best, i.e. with a minimal difference from the real course of the 
price of the valuated company. 
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The comparison of the neural structures generated by the SW Statistica and Matlab. The correlation 
coefficient describes the performance of the time series. The correlation coefficients for the individual 
subsets of the examined neural networks are provided in Table 9.  

 

Table 9. The comparison of the correlation coefficients according to the individual neural 
networks and data sets  

Used software Index Neural structure Training sample Testing sample Validation sample 

Statistica 1 MLP 1-2-1 0.997742 0.997614 0.997649 
Statistica 2 MLP 1-2-1 0.997759 0.997617 0.997649 
Statistica 3 MLP 1-7-1 0.997778 0.997605 0.997648 
Statistica 4 MLP 1-5-1 0.997778 0.997597 0.997648 

Statistica 5 MLP 1-4-1 0.997774 0.997603 0.997649 
Matlab 1 SVR Gaussian 0.996177 0.942484 0.961422 
Matlab 2 BPNN 4-2-1 0.996160 0.966431 0.965038 
Matlab 3 BPNN 4-4-1 0.996159 0.966941 0.965153 

Matlab 4 BPNN 4-4-1 0.996167 0.966847 0.964984 
  Maximum 0.997778 0.997617 0.997649 
  Minimum 0.996159 0.942484 0.961422 

Source: developed by the authors. 
 

It can be found in the table that the networks generated by the SW Matlab show the minimal values of 
the correlation coefficient. It is the network 3 BPNN 4-4-1 in the case of the training data set, the SVR in 
the case of the testing data set and the SVR in the case of the validating data set as well. In contrast, the 
networks generated and preserved by the SW Statistica provide all the maxims. 3.MLP 1-7-1 and 4.MLP 
1-5-1, i.e. two artificial structures, achieved a maxim in the training data set. 2.MLP 1-2-1 achieved a 
maxim in the testing data set. There are three neural networks, 1.MLP 1-2-1, 2.MLP 1-2-1 a 5.MLP 1-4-1, 
which achieved it in the validating data set. MLP 1-7-1 and 4.MLP 1-5-1, the performance of which is only 
smaller by 0.000 0001, belong to the validating data set as well. Figure 7 presents an interesting 
comparison of the performance, which does not only depend on the individual networks in terms of the 
databases but also in terms of the run software.  

 

 

Figure 7. The comparison of the performance of the artificial neural networks according to their 
databases and the software used for their creation  

Source: developed by the authors. 
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It is noticeable in the picture there are rather significant differences between the networks generated 
by SW Statistica and the networks generated by SW Matlab. However, all the neural networks deliver 
excellent performance. It can be generally claimed the networks generated and preserved by SW Statistica 
give almost the same performance in all the three data sets, i.e. training, testing and validating; even 
exceeding the value of 0.99. The networks generated by SW Matlab provide a lower but still comparable 
performance in the training data set. In contrast, the performance is significantly lower in comparison with 
SW Statistica in the testing and validating data sets. The SVR neural structure provides even lower 
performance than the BPNN. The comparison of the predictions of the analysed neural networks must be 
compelling (see Figure 8). 

 

 
Figure 8. The comparison of the predictions of the preserved neural networks  

Source: developed by the authors. 
 

It was evident that the networks generated by SW Matlab predict the rise of the CEZ stock prices in 
the course of the monitored 62-day period. However, they differ among each other regarding the price 
estimates of the individual days. In contrast, all the networks generated by SW Statistica assume a fall of 
the stock prices of the examined stocks. 

Conclusion. Predicting share prices is an essential issue in the financial works, as it contributes to 
the development of efficient strategies for efficient stock market transactions. For all persons interested in 
the stock exchange, predicting share prices is a critical task. It is a topical issue, especially for 
shareholders, dealers, and stockbrokers, who are very interested in as accurate share price predictions 
as possible. Accurate share price predictions provide the possibility of financial advantage and the 
elimination of market risks. 

Over the past two decades, there has been intensive research on the issue of predicting price share 
development. Most of the research was focused on the approaches of artificial intelligence, specifically 
artificial neural networks. It can be stated that the most commonly used software tools used for predicting 
the share market include the Matlab system. The research confirmed it by Gandhmal and Kumar (2019), 
who presented the overview of various techniques used to achieve effective stock market prediction. The 
authors also carried out an analysis that describes software tools used in relevant documents dealing with 
the prediction of share prices. The results of their research show that the leading software tools include 
JavaScript, Python, Tensor Flow, and the Matlab mentioned above, which was applied for the vast majority 
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of the research. The research of Chowdhury, Mahdy et al. (2020) deals with the prediction of share prices 
on foreign markets using machine learning and adjusted price model Black – Scholes Option (BSOPM). 
Using BSOPM, the authors presented a comparative analytical approach and numerical method to find 
the price of the call option and put option, where they considered these two prices as purchasing price 
and selling price of the shares in frontier markets. For the purposes of calculating the share price, changes 
were made to determine parameters such as «strike price» and «expiration time». For the verification of 
the result obtained using adjusted BSOPM, the machine learning approach was applied using the software 
Rapidminer. The result of the research shows that the prediction of share price through machine learning 
is very similar to the prediction obtained through BSOPM. The method of machine learning appears to be 
a better predictor than BSOPM since Black-Scholes-Merton equation involves risk and a dividend 
parameter that is continuously changing. Fitriyaningsih et al. (2019) created a prototype of an application 
that uses the Java and R software that can generate daily predictions of S&P 500 prices using ANN. The 
result of the research shows that the daily prediction of S&P 500 price through the ANN implementation 
of the designed prototype is excellent, with an average MAPE prediction for the month of 0.2307 and the 
average accuracy of 99.77%. The paper aimed to innovate prediction management when predicting share 
price development over time by the use of neural networks. 

First, the data file underwent an analysis. Subsequently, the neural networks were generated. In the 
case of SW Statistica, five of them, which had the best characteristics, were preserved; they were always 
MPL. In the case of Matlab, four neural networks were generated; SVR and BPNN. During the balancing 
of time series, all the networks generated minimal residua. It was found out by the interpretation of the 
statistical analysis that all of them are usable in practice. Although all the neural networks provided 
excellent statistics. It could be stated, if the correlation coefficients of the individual data sets and networks 
are compared, the MLP networks provide the balanced performance in all the sets, and the performance 
is always better than the performance of the SVR and BPNN networks. The performance is only 
comparable in the case of the testing data set. At the same time, it is interesting that all the MLP networks 
predicted the decrease of the CEZ stock prices in the future period while the SVR and BPNN predicted 
the opposite trend. Considering the performance of the individual networks, it can conclude that the MLP 
networks, i.e. the Statistica software, gave a better performance when they predicted the CEZ stock prices 
in the course of the monitored period. As for the final assessment, the deviation of 2.26% occurs in the 
most significant differential of the maximal and the minimal prediction. It is not necessarily significant 
regarding the price of one stock. However, in the case of purchasing or selling a large number of stocks, 
the difference may seem significant. Therefore, using two networks in practice is recommended: MLP 1-
2-1 (the first network) and MLP 1-5-1 (the fourth network). The first neural network always represents a 
pessimistic or minimal prediction; it applies to the second neural network as well. The fourth network 
corresponds to an optimistic or maximal prediction. The reality should occur at the interval of the differential 
of the optimistic and the pessimistic predictions. It is appropriate to conclude with the draft of the following 
research: 

1. The output (at least the predicted trend of the analysed neural networks) should be compared with 
the reality in the following 62 trading days.  

2. The performance of both SW should be compared in further time series in order to make the 
validation of the results of this paper possible. 

Author Contributions: conceptualisation, M. V. and J. H.; methodology, M. V.; software, M. V.; 
validation, J. H.; formal analysis, J. H. and T. K.; investigation, M. V.; resources, J. H. and T. K.; data 
curation, J. H.; writing-original draft preparation, M. V, J. H. and T. K.; writing-review and editing, J. H. and 
T. K.; visualisation, M. V.; supervision, M. V.; project administration, J. H. 
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Інновації в управлінні прогнозуванням: динаміка вартості акцій з використанням нейронних  мереж 
У статті визначено, що довгострокове прогнозування волатильності вартості акцій на фондової біржі вимагає 

використання інноваційних інструментів та методів. Результати систематизації наукових джерел свідчать, що однією 
з переваг довгострокового прогнозування вартості акцій є отримання емпірично підтвердженої інформації для 
прийняття відповідних рішень інвесторами. Дослідження волатильності вартості акцій є динамічним та нелінійним 
процесом, на який впливає низка факторів. Авторами наголошено, що одним із значущих факторів є рівень 

непередбачуваності, що зростає під час настання криз. У зв’язку з цим традиційні методи прогнозування зміни вартості 
акцій є не ефективними.  Головною метою статті є удосконалення методів управління процесу прогнозування динаміки 
вартості акцій з використанням нейронних мереж. Авторами проаналізовано дані щодо цін на акції енергетичної компанії 
CEZ з 2012 по 2017 року, які отримано з бази даних фондової біржі Праги. У статті застосовано програмне забезпечення 

Statistica для формування мереж багатошарового персептрону (MLP) та мереж радіальної базисної функції (RBF), 
програмне забезпечення Matlab – для формування регресії опорних векторів (SVR) та нейронних мереж з алгоритмом 
зворотнього розповсюдження (BPNN). Результати дослідження засвідчили, що мережі MLP мали вищий рівень 
стабільності та ефективності, ніж мережі SVR та BPNN. Наголошено, що відхилення у 2,26% спостерігається у 

значущому диференціалі за максимального та мінімального горизонту прогнозу, що є несуттєвим у випадку зміни 
вартості однієї акції. Однак, при купівлі чи продажі пакету акцій, дана різниця може суттєво збільшитись. Таким чином, 
враховуючи отримані результати, у статті рекомендовано практичне застосування мереж MLP 1-2-1 та MLP 1-5-1. 
При цьому MLP 1-2-1 мережа дозволяє побудувати песимістичний та мінімальний прогноз, тоді як MLP 1-5-1 мережа – 

оптимістичний та максимальний.  
Ключові слова: програмне забезпечення Statistica, програмне забезпечення Matlab, розвиток біржового курсу, нейронні 

мережі, прогнозування. 
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