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This paper describes a graphical user interface developed for the normalization of radiograms and semi-

automatic search for the most contrast images using a given reference, the experimental data for which were 

obtained using the analytical technique of X-ray phase contrast imaging. The projections of the biological 

object were obtained by applying free space propagation of coherent radiation when no additional optical 

elements are placed between the sample and the detector equipped with a YAG:Ce scintillator to exploit the 

interference effects characteristic of the method due to the high-intensity characteristics of the X-ray light 

of the SOLEIL synchrotron. The energy of the X-ray photons was 10 keV, and the distance between the 

sample and the detector was 16.5 cm. We consider the use of standard Matlab tools for algorithmic correction 

of inhomogeneities of the detector and probing light beam used to build an image of the internal structure of 

the object and to evaluate the contrast of a group of images, by choosing such common quality criteria as PSNR 

and SSIM. The program is able to generate such a set of images depending on the parameters entered by the 

user for a subjective search for contrast images. Numerical estimates well confirm the visual results of the 

algorithmic search and allow us to reach the most informative image from the generated array, which is created 

by the user using the interface. The aim of this work is to familiarize with the use of the developed software 

product and the concept of semi-automatic search among the dataset of digital phase-contrast images.  
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1. INTRODUCTION 
 

Non-destructive imaging plays a crucial role in such 

areas as health diagnostics, quality control of internal 

characteristics of food products, complex materials, and 

devices, analysis of cultural heritage items, transport se-

curity systems, etc. The most widely used of its methods 

is X-ray, which is characterized by high penetrating 

power and, therefore, the ability to reproduce both flat 

(2D) and three-dimensional (3D) three-dimensional in-

formation. The corresponding 3D imaging modality, 

computed tomography (CT), uses special reconstruction 

algorithms for this purpose. X-ray phase-contrast (XPC) 

imaging is a group of approaches that has been actively 

developing over the past few decades and is based on the 

phenomenon of refraction of X-rays (alternatively to the 

traditional absorption-based method) and the use of co-

herent radiation to obtain contrast images of the inter-

nal structure of low-absorbing or samples that contain 

functional materials with close atomic numbers, as in re-

actor solid fuel applications [1]. 

There are several experimental realizations of XPC, 

an important place among which is occupied by propa-

gation-based XPC (PBXPC), when special optical ele-

ments (such as X-ray crystals, gratings, mirrors, masks, 

diffusers, which appear in other modalities [2-6]) are ab-

sent. However, in addition to the coherent radiation 

source inherent in other approaches, PBXPC relies on 

high requirements for spatial coherence and a high-res-

olution scintillation detector, both in systems with lens 

coupling and in systems with direct connection to solid-
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state light detectors [7]. In this case, an important dif-

ference from the traditional absorption-based method, in 

which the distance between the sample and the detector 

is minimal, is the inherent propagation distance be-

tween the sample and the detector, i.e., the free space in 

which the phase of the wavefront generates intensity 

variations that are recorded in the experiment. 

In the X-ray range, evolved and at the same time 

compact, regarding synchrotron facilities (ESRF, APS, 

Spring-8, ANSTO, etc.) with ultra-high brightness and 

intensity, are Compton sources, in which an infrared la-

ser collides with accelerated electrons to produce X-rays 

(15-35keV). This project was implemented at the Munich 

Institute of Biomedical Engineering (MuCLS) and such 

a light source is known as a mini-synchrotron, which co-

vers an area of 3  5 m2 [8]. 

Another advanced and progressive technology was 

the invention of a liquid-metal anode [9] as an X-ray 

source (8-22 keV), which allows for achieving a bright-

ness of 1011 ph/sec, but in combination with Montel fo-

cusing mirrors that increase the density and maintain 

the uniformity of the flux [10]. An anode of this type is 

constantly regenerated and, therefore, increases the 

power of the source, compared to a conventional solid 

metal anode, for which the surface temperature of the 

surface in contact with the X-ray generating surface 

must not reach the melting point. 

The first-of-its-kind integration of a Talbot-Lau in-

terferometer (using three optical gratings between the 

source and detector) into a clinical CT gantry designed 
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for human medical diagnostics and, at the same time, its 

implementation in a CT radiochemical scanner should 

be highlighted [11]. The registered signal contains addi-

tional information about microstructural properties, es-

pecially in the case of lung tissue, which is permeated 

with a thin network of vessels and capillaries, and which 

are beyond the resolution of conventional CT systems, 

which is especially important for the diagnosis of various 

lung diseases. The information provided by this imaging 

modality is obtained by registering the so-called small-

angle scattering [12], which, in turn, is provided by per-

fect (with a high aspect ratio  100) X-ray gratings and 

their special inverse geometry [13]. 

Due to the need to process the data registered during 

an experiment (in the case of CT and especially in 4D 

time-series studies, such data volumes can reach tens of 

terabytes), there is a need for efficient algorithms for their 

processing, transformation, and display. This paper aims 

to semi-automate the search for the subjectively most con-

trast image among a dataset of images based on estimates 

of proximity to a given reference image.  

Four commonly used metrics were utilized to quan-

tify quality. The computer code and graphical user inter-

face that we developed were used to determine the nor-

malized picture and search for the image with the opti-

mal contrast. The experimental data were the results of 

PBPCX biovisualization obtained at the undulator 

beamline NANOSCOPIUM of the synchrotron source 

SOLEIL [14] and were transmitted to us for processing 

and analysis. 

The goal of this work is to investigate and apply nu-

merical techniques to evaluate the quality of post-pro-

cessed digital images acquired in present synchrotron 

and coming XPC studies using a quasi-monochromatic 

X-ray radiation source based on an electrostatic charged 

particle accelerator “Sokil”[15]. 

 

2. MODEL AND METHODS 
 

One of the basic stages in XPC for quantitative anal-

ysis is the phase retrieval [16] technique, in which the 

contrast of the images obtained in experiments is pro-

vided by the coherent characteristics of the radiation 

source. Normalization of radiograms [17] is one of the 

necessary steps to obtain an undistorted and artifact-

free image of the internal structure of the sample in XPC 

imaging. 

A normalized image is: 
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where  yx,Sobj  is an imaging (registered on the de-

tector) signal when an object is present in the path of the 

probing X-rays;  yx,Sdark  is a so-called "dark" signal 

when none of the X-ray photons hits the detector (the X-

ray source is turned off);  yx,S flat  is the signal on the 

detector when there is no object in the path of X-rays;

 yx,I  and  yx,I 0  are the phase-contrast intensity 

distributions in the detector plane with and without an 

object in front of it, respectively. 

In Fig.1  yx,S flat  and  yx,Sobj  are the experi-

mental nonuniform signals of the probing beam and of 

the insect wing are presented. However, without a suit-

able model and experimental data pre-processing, the 

quantitative analysis gives incorrect results. Fig. 2 

demonstrates the phase retrieval using three models im-

plemented in the software package PITRE [18] of the in-

teraction of X-rays with the sample substance, sub-

stance as well as the method of their propagation 

namely: the Bronnikov modification, the single-material 

approximation, and the Fourier method in the first Born 

approximation [19]. The chosen models were designed by 

their authors to account for some known experimental 

details about imaging conditions and an optical path of 

radiation, like materials or substances in the imaged ob-

ject or underlying scattering theory that describe the 

changes in intensity and corresponding direction. In this 

manner, various research groups have developed soft-

ware packages [17-22], sometimes open-source [17, 21, 

22], for image processing and quantitative analysis of 

XPC measurements.

Fig. 1 – Registered experimental PBXPC signals (two out of three) of an insect wing which are input in the radiogram normalization 

procedure. Left and bottom axis indicate the position of the pixel. The scale on the right displays intensity in arb.u. 
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Fig. 2 – Phase retrieval using three models. Recovery parameters for: 1) the Bronnikov modification –   103; 2) the single-material 

approximation –   102; 3) the Fourier method in the first Born approximation –   104 and an inherent regularization parameter 

 was set to 10 – 5 
 

Matlab was chosen for normalization [23]. Cloud 

computing in Matlab (via a web browser) was recently 

introduced; however, this tool needs Internet access but 

does not require any configuration or installation of the 

environment. On the contrary, by installing the applica-

tion, you can profit from faster, more labor-intensive 

computations. Also, this resource allows you to use four 

common mathematical criteria (MS-SSIM, IMMSE, 

PNSR, SSIM) of image quality to assess deviations from 

the reference image. 

In general, the task was implemented in the Matlab 

software product and packaged in our custom interface, 

shown in Fig. 3. 

The algorithm of the program is as follows: 

1) normalize and build the corrected image using 

three measured signals; 

2) form the reference image by tuning the two param-

eters [α,β] and the increment (“Step”) by means of the 

interface; 

3) run the reference-based numerical visual search to 

form a subsampling with the subjectively most contrast 

images. 
 

 
 

Fig. 3 – Interface for semi-automatic image contrast enhance-

ment in the propagation-based X-ray phase contrast method 
 

In such a manner our algorithm can generate thou-

sands of images with variable contrast. Particular sub-

samples of images can then be used from such a dataset 

for numerical evaluation. We used mean square error 

(MSE), peak signal-to-noise ratio (PSNR), structural 

similarity index (SSIM), and multiscale structural simi-

larity index (MS-SSIM) as objective metrics for compar-

ing the contrast between the reference and the given 

sample. However, our analysis is based only on PSNR 

and SSIM image quality metrics. 

For two images  yx,I and  yx,I '
, the first of 

which is the reference image and the other is the com-

pared image - PSNR is defined as: 
 

 
( )

1010log

2
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,  

 

where ( )I x,yMAX  is the maximum possible pixel value 

for  yx,I , and 
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1
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where n – is the number of pixels in the image. 

The PSNR depends on the MSE (mean square error), 

which in turn is responsible for pixel-by-pixel compari-

son. The IMMSE numerical criterion used in our re-

search is identical to the conventional MSE. Addition-

ally, for numerical evaluation, the measure of structural 

similarity (SSIM) index is considered and used 
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where the subscripts x and y represent the reference and 

examined images, respectively,  is the image average, 

 is the image variation, and c1, c2 are constants.  

 

3. RESULTS AND DISCUSSION 
 

The object of visualization was a wing of a whitefly 

(family Aleyrodoidea), an insect pest of various agricul-

tural vegetable and berry crops that are extremely im-

portant for human health growth. The projections of the 

wing were kindly provided to us as a result of experi-

ments that were designed by a SOLEIL synchrotron 

source beamline scientist and corresponding data were 

collected at the micro-tomography end station. In this 

experiment, the energy of the undulator-based X-ray 

photons was 10 keV, the propagation distance (object-
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detector) was set to 176 mm, and the detector (with in-

direct conversion) pixel size was 650 nm. The data were 

preformatted in Matlab.  

The advantage of XPC imaging contrary to the tradi-

tional absorption approach, in the case of thin insect 

wing, is the inability of the commonly used absorption-

based method to even slightly affect the attenuation and, 

consequently, to satisfactory build a corresponding im-

age. Hence, this state-of-the-art experimental PBXPC 

technique makes it available to us to study the struc-

tures on the cuticle and the position of its superimposed 

veins with high accuracy due to the inherent contrast 

sensitivity of the modality. 

After we received the raw experimental images, it be-

came necessary to reproduce them on the screen with op-

timal contrast. This goal was achieved by the manual se-

lection of parameters. Thus, we decided to simplify this 

time-consuming step, and with this intention, we devel-

oped a program that helps speed up the subjective 

search for the most contrast image. 

During the execution time of our developed program, 

a series of images were generated and stored into a sub-

sampling of the images selected by us. From these im-

ages, one subjectively better than the others was manu-

ally selected, which we called the reference. This refer-

ence image is then mathematically compared with lots 

of variable contrast images that were generated by our 

program. The PSNR was used as a criterion that deter-

mines the pixel-by-pixel variations between the two 

given images, which are important factors for this work 

since the image of the wing is stationary and was not 

affected by additional distorting factors such as vibra-

tions or other dynamical motions (in case of in vivo re-

search) during the experiment. As an example, an image 

transformed by 90 degrees rotation will remain the 

same, but the PSNR will be much lower (PSNR  12.3) 

in comparison to an image with each pixel simply mag-

nified by a constant and without rotation  (PSNR  28.1). 

We confirm the fact, that the peculiarity of this metric is 

its poor compatibility with visual, subjective assessment 

for general tasks because the PSNR quality metric is 

strongly dependent on the mean square deviation. 

Another criterion we used for the analysis was the 

structural similarity (SSIM) index. This adaptive metric 

[24] usually combines and focuses on the estimation of 

contrast, brightness, and structural functions inherent 

in the image that allows for the adjustment of the re-

spective component's input to the evaluation. As an ex-

ample, in [25], SSIM was utilized as one of the image 

quality assessments in the visualization of overlapping 

vascular networks, where authors built an intermediate 

data synthesis model that allows them to reduce the re-

quired number of projections to lessen the radiation dose 

absorbed by the head using rotational radiography. 

The reasoning behind using the chosen numerical 

metrics is that the more similar the given image being 

compared is to our chosen reference image, the greater 

the immediate value of the SSIM and the PSNR func-

tions on the graph. In our case, the best option (visually 

selected reference image, with the pair of parameters 

[, ]  [0.7, 1.17]) from the partial sampling of the gen-

erated images were used for mathematical evaluation by 

the internal SSIM and PSNR algorithms to evaluate 

normalized images of the dataset (Fig. 4 and Fig. 5). 

As a result, the absolute maxima in Figs. 4 and 5 are 

the most similar to the reference image for both numer-

ical criteria and the values of the maxima near them are 

the images that the author gather into a collection of the 

best images during the semi-automatic selection process 

using the program.  

And such algorithmic selection does take place and is 

analogous to the author's intuitive choice of the best-

quality image. The susceptibility curve shown in Fig. 6 

clearly demonstrates the similarity with the mathemat-

ical estimate when the algorithm reached the most sim-

ilar images to the manually selected reference – that's 

when these similarity maxima in Fig. 4 and Fig. 5 were 

formed. 
 

 
 

Fig. 4 – Numerical estimation of the similarity between the reference image and the images in the process of the dataset overrun 

by the SSIM criterion. Ref – is the image formed by [, ] that is the closest in contrast to the reference image 
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Fig. 5 – Numerical estimation of the contrast similarity between the reference image and the images in the process of the dataset 

overrun by the PSNR criterion. Ref – is the image formed by [, ] pair that is the closest in contrast to the reference image 
 

 
 

Fig. 6 – The author's susceptibility curve 

 

4. CONCLUSIONS 
 

Although X-ray image normalization was initiated a 

long time ago and implemented in software [18-20], its 

importance for this work is assessed both by the correct 

application of the known normalization algorithm and 

the one developed in this work for the subsequent dis-

playing of a normalized image with optimal contrast 

based on an algorithmic comparison of the sample image 

with a visually perceptible reference. During the re-

search, we created an in-house developed program that 

allows us to evaluate, according to commonly used qual-

ity criteria, the degree of similarity to a given contrast 

image selected by the researcher and select a reference 

image for numerical comparison.  

Experimental data from an imaging experiment of 

an insect wing, obtained with the help of the SOLEIL 

synchrotron source, were given over to us via the Inter-

net. The results of our processing and analysis of the ex-

perimental data became the developed interface and 

metric evaluation based on the reference for more con-

venient visual numerical control of the image contrast. 

During the research, we created an in-house developed 

program that allows one to evaluate, according to com-

monly used quality criteria, the degree of similarity of a 

sample image from the dataset to a given contrast image 

selected by the researcher and, additionally, select a ref-

erence image for numerical comparison. The peak indi-

cators of the chosen quality metrics help us to form a 

subsampling of images with optimal contrast, which in 

turn depends on a given reference image. The performed 

phase retrieval additionally requires quantitative anal-

ysis. During the study, a dataset with at least 6,500 im-

ages with a total volume of 2.5 GB was generated. 

In the future, it is promising to use alternative met-

rics for numerical evaluation of quality improvement, 

particularly those that do not require a reference image 

or when some limited additional data about the visual-

ized object is known. The benchmark approach used in 

this paper serves as a basis for further research for both 

subjective and objective mathematical criteria for image 

quality assessment as well as for developing non-refer-

ence automated methods, even though the effectiveness 

of the practical and skillful evaluation remains signifi-

cant. The created program is a developed research prod-

uct that may serve as a basis for automating the search 

and displaying of the most contrast 2D images repre-

sented in grayscale and, in particular, obtained by the 

PBXPC method; it supports not only *.mat files format 

but also plain text files which is also common for meas-

urements. Such automated, algorithmic, and decision-

making based on objective numerical estimates is a 

promising task for applying artificial intelligence to re-

trieve the optimal contrast images obtained in XPC ex-

periments. 
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Інтерфейс напівавтоматичного покращення контрастності зображень у рентгенівському 

фазовому контрасті на основі вільного поширення 
 

А.В. Поліщук1, М.О. Павлюк1,2, А.В. Тарасенко2, В.В. Журакулов2 
 

1 Інститут прикладної фізики НАН України, вул. Петропавлівська, 58, 40000 Суми, Україна 
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У роботі описується графічний інтерфейс користувача, розроблений для нормалізації радіограм та 

напівавтоматичного пошуку контрастних зображень за допомогою заданого еталону, експериментальні 

дані для формування яких були отримані за допомогою аналітичної техніки рентгенівського фазового 

контрасту. Проекції біологічного об’єкта були одержані шляхом застосування вільного поширення ко-

герентного випромінювання, коли для використання інтерференційних ефектів, характерних методу, 

між зразком та детектором, оснащеним YAG:Ce сцинтилятором, не розміщуються жодні допоміжні оп-

тичні елементи завдяки високоінтенсивним характеристикам рентгенівського світла синхротронного 

джерела SOLEIL. Енергія рентгенівських фотонів була 10 кеВ, а відстань між зразком та детектором 

становила 16.5 см. Розглядається застосування стандартних інструментів середовища Matlab для алго-

ритмічної корекції неоднорідностей детектора і зондувальних променів світла, використаних щоб побу-
дувати зображення внутрішньої структури обʼєкту та для оцінювання контрастності групи зображень, 

обравши такі поширені критерії якості як PSNR та SSIM. Програма здатна генерувати такий набір 

зображень в залежності від параметрів, які вводить користувач для суб’єктивного пошуку контрастних 

зображень. Чисельні оцінки добре підтверджують візуальні результати алгоритмічного перебору та до-

зволяють отримати найінформативніше зображення з утвореного масиву, який створюється користува-

чем за допомогою інтерфейсу. Робота переслідує мету ознайомити з використанням розробленого про-

грамного продукту та концепту напівавтоматичного перебору цифрових фазо-контрастних зображень. 
 

Ключові слова: Матлаб, Напівавтоматика, Інтерфейс, Нормалізація, Рентгенівський фазовий конт-

раст, Програмне середовище, Математичне моделювання.
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