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| LINEAR ALGEBRA

1 Matrices

In this topic the basic concept of linear algebra, such as matrix is
observed. Lecture presents theoretical material, which is connected with
this concept, problems, examples of the practical solutions of the
problems. We consider here types of the matrices (square matrix,
diagonal matrix, union matrix), operations on matrices (sum of the
matrices, difference of the matrices, multiplication of a matrix by a

scalar, multiplication of the matrices), and its properties.

1.1 Definition of a matrix. Types of matrices




Note that, for each entry g, the index i refers to the i-th row and

the index j to the j-th column.
Matrices are briefly denoted by uppercase letters (for instance, A,

as here), or by the symbol [a; ], sometimes with more details: A=[a;],

(i=12...m, j=12..n).




The main diagonal of a square matrix is its diagonal from the top

left corner to the bottom right corner.

a, 0 .. O

0 a 0
A= 22

0 0 ... ay

The secondary diagonal of a square matrix is the diagonal from
the bottom left corner to the top right corner.

0 0 .. a,




1.2 Basic operations with matrices

1.2.1 Sum of two matrices

The sum of two matrices is denoted by C = A + B, and the operation is

called addition of matrices.



?& Example. Find matrix C=A+B, if

01 -1 1 2 2
A= ,  B= .
(2 1 2} [—1 0 —1]

(2><3) (2><3)
01 -1 1—22_1—11
21 2 1 0 -1) (1 1 1)

Properties of addition for matrices:

1. A+ O = A (property of zero);

2. A + B =B + A (commutativity);

3. (A+B)+C=A+ (B +C) (associativity),

where matrices A, B, C, and zero matrix O have the same size.

1.2.2 Difference of two matrices

Definition. The difference of two matrices A=[g;] and B =[by;]
of the same size mxn is the matrix C=[c;] of size mxn with entries

=g;—b; (i=12...m j=12..,n).

The difference of two matrices is denoted by C = A — B, and the
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operation is called subtraction of matrices.

Y-

S Example. Find matrix C=A-B,, if

(0 1 —1] [ 1 -2 2 ]

A= , B= .

21 2 -1 0 -1
(2x3) (2x3)

C_01—1 1 -2 2) (13 -3
21 2) 10 -1) (3 1 3/

1.2.3 Multiplication of a matrix by a scalar

Definition. The product of a matrix A=[a;] of size mxn by a
scalar 4 is the matrix C=[c;] of size mxn with entries

¢ =Aay, (i=12...,m, j=12..,n).

The product of a matrix by a scalar is denoted by C = JA, and the

operation is called multiplication of a matrix by a scalar.

Properties of multiplication of a matrix by a scalar:
1. O0A = O (property of zero);
2. (Aw)A = A(uA) (associativity with respect to a scalar factor);

10




3. A(A + B) = 14 + AB (distributivity with respect to addition of
matrices);

4. (A +u)A =24 + uA (distributivity with respect to addition of
scalars), where 1 and u are scalars, matrices A, B, C, and zero matrix
O have the same size.

o

&Lﬁii v
?S . . : 1 -2
Example. Find matrix C=3A, if A= ) .

4
3 -6
C=
.

(2x2)
(2x2)

Definition. The additively inverse (opposite) matrix for a matrix
A=[a;] of sizemxn is the matrix C=[c;] of size mxn with entries
Cj = —&; (i=12,...,m, j=12..n),
or, in matrix form,

C=(-DA.

Remark. The difference C of two matrices A and B can be

expressed as C = A + (-1)B.

11




1.2.4 Multiplication of matrices

Definition. The product of a matrix A=[a;] of size mxp and a
matrix B=[b;] of size pxn is the matrix C=[c;] of size mxn with
entries

Cj = aubyj +aby; +.+ayby , (i=12,...,m, j=12,..,n);
I.e., the entry cjj in the i-th row and j-th column of the matrix C is equal

to the sum of products of the respective entries in the i-th row of A and
the j-th column of B.

Remark. Note that the product is defined for matrices of
compatible size; i.e., the number of the columns in the first matrix

should be equal to the number of rows in the second matrix.

The product of two matrices A and B is denoted by C = AB, and

the operation is called multiplication of matrices.

g Example. Find A-B=C, if

1 2 10 -1
A= , B= .
(—1 J (3 2 oJ

(2x2) (2x3)

12




The product of the matrix A and the matrix B is the matrix
A-B=C.

(2x2) (2x3)  (2x3)
¢, =11+2-3=7, ¢, =-1.1+41.3=2,
¢, =1.042-2=4, ¢, =-1.0-1.2=2,
6y =1:(-1)+2:0=—1, cpy=-1-(-1)+1-0=1.

7 4 -1
C= .
(2 2 J

Definition. Two square matrices A and B are said to commute if

AB =BA i.e., if their multiplication is subject to the commutative law.

Properties of multiplication of matrices:

1. AO = O, (property of zero matrix);

2. (AB)C = A(BC) (associativity of the product of three matrices);

3. AE = A (multiplication by unit matrix);

4. A(B + C) = AB + AC (distributivity with respect to a sum of two
matrices);

5. A(AB) = (14)B = A(AB) (associativity of the product of a scalar
and two matrices),

6. SD = DS (commutativity for any square and any diagonal
matrices), where 1 is a scalar, matrices A, B, C, square matrix S,
diagonal matrix D, zero matrices O and unit matrix | have the

compatible sizes.

13




1.3 Transpose, complex conjugate matrix, adjoint matrix

The transpose is denoted by C = A"

&1 9
a, a
Aol 2

Any Amz

Qn
%n . (mxn).
A
8
a'm2
. (nxm).

8mn




Properties of transposes:
1. (A+B) =BT +AT;

2. (2A) =2AT ;

where 4 is a scalar, matrices A, B, and zero matrix O have size mxn.

15



==L ASELF-TEST ASSIGNMENT

A student must be ready to do the following assignments:
1. Concepts, definitions, formulations:

e Matrices.
e Linear operations with matrices.

e Multiplication of matrices.
2. Proofs and conclusions:

e Matrix addition properties.

e Matrix multiplication properties.

3. Assignments:

Find the matrix sum, difference, and product (to your attention

simulator "Product of the matrices").

16
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Exercises

1. Determine which of the matrix products AB and BA are
defined. If the product is appropriate, find the size of the matrix

obtained.

1) Ais 3x5 matrixand B isa 9% 2 matrix.
2) Alis 3x2 matrixand Bisa 2x2 matrix.

3) Ais 4x2 matrixand B isa 4x2 matrix.

4) A and B are square matrices of the fifth order.

3. Find the matrix D = 2A- 3B if
[1 30 -4 j [3 -2 0 6 ]
A= , B= .
9 -1 3 2 8 2 31
4. Find the product of matrices

2 1 8)Y)(1 2 -4
8§ -2 0|11 -1 3|
5 2 -1)\3 2 4

12

5. Find the product of matrices | -3 2 @ _osj'
4 -6

1 2 4

6. Find transpose matrix A={1 -1 3 |
3 2 4

17



2 Determinants

In this topic the concept of linear algebra, such as determinants is
observed. Lecture presents theoretical material about determinants, of
2nd and 3rd order, general definition of a determinant of n-th order,
properties of determinants, minors and cofactors, inverse matrix, rank
of a matrix and its property. We considered calculation of determinants
and different problems, which is connected with this notion, examples
of the practical solutions of the problems.

2.1 Notion of determinant

With each square matrix A=[a;] of size nxn one can associate a

numerical characteristic, called its determinant. The determinant of
such a matrix can be defined by induction with respect to the size n.

1. For a matrix of size 1x1 (n=1), the first-order determinant is
equal to its only entry, A=detA=a,;.

2. For a matrix of size 2x2 (n=2), the second-order
determinant, is equal to the difference of the product of its entries on
the main diagonal and the product of its entries on the secondary
diagonal:

all a12
a21 a22

A= = ay;8,, —a;,dy.

18



3. For a matrix of size 3x3(n=3), the third-order determinant,

Q1 Qp 3
81 8y 8y3| = 8418833 +8158y383) + 8385183, — 387,831 — 8181833 —8y189383;.
831 8z Adg3

This expression is obtained by the triangle rule (Sarrus scheme).

HE-a

[ e—

Gl 3\3
' § > 2 4 6
S' Example. Let us find the determinant | 8§ (0 4,
-2 2 8

2 46

8 0 4|=2.0.8+4-4.(-2)+8-2-6-(6-0-(~2)+4-8-8+4-2.2)= 64272 =208,
228

19



4. For a matrix of size (n>2), the n-th-order determinant is
defined as follows under the assumption that the (n-1)-st-order

determinant has already been defined for a matrix of size (n-1)x(n-1).

Consider a matrix A=[g;] of sizenxn.

Definition. The minor M; corresponding to an entry a; is
defined as the (n-1)-st-order determinant of the matrix of size
(n-1)x(n-1) obtained from the original matrix A by removing the i-th

row and the j-th column (i.e., the row and the column whose

intersection contains the entry a; ).

& Example. For matrix A= we have:

~N e
© 01N
© o w

5 6
My =, o[=45-48=-3
My =[5 2|=8-14=6
B8 -

20




Definition. The cofactor A; of the entry g is defined by

A; =(=1)""M; (i.e. it coincides with the corresponding minor if i + j

is even, and is the opposite of the minor if i + j is odd).

%) g

W Ve

?& Example. For matrix A= we have:

~N N
co o1 N
© o w

A(A) =

N & &
co o1 N
© o w

5 6
Ay =DMy =My, = ‘8 9‘ =45-48=-3,
_ (_1)\2+3 _ __1 2__ . _
Apg =(-D)" My =—My; = 7 8~ (8-14) =6.

Definition. The n th-order determinant of the matrix A is defined
by

A =2 Ay +i A +...+8in A,
This formula is also called the i-th row expansion of the determinant

of A and also the j-th column expansion of the determinant of A.

21



YL

? & Example. Let us find the determinant of the matrix

a1 9 142

= a1 A +apAy =a (_1)1+1 My, +a, (_1) My, =

Ay Ay

=ay (—1)2 Ay T ay (_1)3 Ay = 3118y, —appay).

ﬁ_ﬁ}i;f
g Example. Find the determinant by 2-nd column

expansion of the determinant.

2 46
2 6

8 0 4|=4.(-1)? 8 4 +0-(-1)% 2 6+2-(—1)3+2

995 28 28 8 4

=-4(64+8)-2(8-48) =-208.

22



8, @, a3 4,

ay,
A= =8y A, +ayhy+ azsAzs +a,A, =

&y A, A Ay
8y 8, Q3 a

a, &3 a;
2+1 2+2
=ay (_1) dp Qg Ay tay, (_1) ay
ap a3 a4y 41
a; &, a,
243 2+4
+ay ( 1) 1 Gy Ay tay (_1) ay
8y a4, ay A
Ay 3 a4 &3
=—dy |d3 33 dy|ttdy|dy as
Qp 83 dy 1 a3
d Gy a3

tay|d3; 83 ds3f

dy dp ag

23

34|~ ap3 (a3

a; ay,
a33 a34
dyy Ay
a, a;
d;, Aag
a42 a43
dyy
Ay



2.2 Properties of determinants

Basic properties:

1. Invariance with respect to transposition of matrices:
detA = detAT.

2. Antisymmetric with respect to the permutation of two rows (or
columns): if two rows (columns) of a matrix are interchanged, its
determinant preserves its absolute value, but changes its sign.

3. Linearity with respect to a row (or column) of the

corresponding matrix: suppose that the i-th row of a matrix A=[g;] is a

linear combination of two row vectors, (ay,...,a;3) = A(by,...b,) + (cy, ... Cp) ;

from A by replacing its i-th row with (b,....b,) and (c,,....c,).
This fact, together with the first property, implies that a similar
linearity relation holds if a column of the matrix A is a linear

combination of two column vectors.

1. The determinant of a matrix with two equal rows (columns) is
equal to zero.

2. If all entries of a row are multiplied by 4, the determinant of the
resulting matrix is multiplied by A.

3. If a matrix contains a row (columns) consisting of zeroes, then

24



its determinant is equal to zero.

4. If a matrix has two proportional rows (columns), its
determinant is equal to zero.

5. If a matrix has a row (column) that is a linear combination of
its other rows (columns), its determinant is equal to zero.

6. The determinant of a matrix does not change if a linear

combination of some of its rows is added to another row of that matrix.

2.3 Inverse matrices

Let A be a square matrix of size nxn, and let E be the unit matrix

of the same size.




YL

?g Example. Find A™ for 4, if A=| 2
3
-10 2
A=|2 3 2/=-3+28+0-(18+0-14)=21.
3 71
. 3 2
Au:(—l)“Mll—‘7 1‘:3—14:—11
X 2 2
Alz—(_]-)lzlvllz__‘3 1‘:_(2_6):4
A13_(—1)“3M13—‘2 3‘:14—9:5
Azzz(_1)2+2 22—‘_31 2‘:_1_6:_7
-10
=(-1)°M,, = =—(-7-0)=7
A= My = =7-0)
. 0 2
R

~N w O

P N DN



2 2
N -1 0
Ass (_1)33M33_‘2 3‘:_3_0:_3
. -11 14 -6
At=—| 4 -7 6
21
5 7 3

11+28-18 0+42-42 -22+28-6
_ 1l 414418 0-21-49 8-1446 |-
—5+14-9 0+21-21 10+14-3



2.4 Rank of a matrix

Definition. Let A=[a;] be a matrix of size mxn with at least one

nonzero entry. Then there is a positive integer r < n for which the
following conditions hold:

1) the matrix A has an r-th-order nonzero minor,

2) any minor of A of order (r + 1) and higher (of it exists) is equal
to zero.
The integer r satisfying these two conditions is called the rank of the

matrix A and is denoted by r = rank(A).

Any nonzero r-th-order minor of the matrix A is called its basic
minor.

The rows and the columns whose intersection yields its basic
minor are called basic rows and basic columns of the matrix.

The rank of a matrix is equal to the maximal number of its
linearly independent rows (columns). This implies that for any matrix,
the number of its linearly independent rows is equal to the number of its
linearly independent columns.

When calculating the rank of a matrix A, one should pass from
submatrices of a smaller size to those of a larger size. If, at some step,

one finds a submatrix A  of size kxk such that it has a nonzero k-th-

order determinant and the (k + 1)-st-order determinants of all

28




submatrices of size (k+1)x(k+1) containing A are equal to zero, then it

can be concluded that k is the rank of the matrix A.

Properties of the rank of a matrix:
Rank matrix does not change if:

1) interchanged two rows (columns);

2) Multiply each element rows (column) on the same, nonzero
factor.

3) add to the elements of row (column) the relevant elements of
the other row (column), multiplied by one and the same number.

1 2 3
g& Example. Find rank of the matrix A:(S 6 9)

For matrix we can form 3 determinants of the 2-nd order and 6

determinants of the 1-st order:

12 13 2 3
=0, =0,
‘3 6‘ ‘3 9‘ ‘6 9

-

i-1 [2=2. =3, [@-3 [g=6. [9-9.

All determinants of the 2-nd-order equal to zero but all

determinants of the 1-st-order not equal to zero. Then rank(A)=1.
29



One of the methods finding on rank is method of equivalent

transformation.

Example. Find rank of the matrix

-5
-2
-1

—4
-3
2
J = r(A

-5 2 -1 0

—2
-1

-1 0 -4
-1 0 -3

2

-1 -1 0

-1
4

1 0

4

1 0 2

0

0

001 0 {0 01 0 O
000 O } 000 O O
300 -1 -3/7/000 -10
010 0 0 010 0O

{

30
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==L ASELF-TEST ASSIGNMENT
A student must be ready to do the following assignments:
1. Concepts, definitions, formulations:

Determinants of the 2nd, the 3rd and the n-th orders.
Inverse matrix.
Minor. Cofactor.

Rank of matrix.
2. Proofs and conclusions:

Properties of determinants (2nd and 3rd orders).

Existence of an inverse matrix.
3. Assignments:

Calculate the determinants of order 2, 3 and n, to be able to lay
out a determinant by the elements of any row or column, to
reduce determinant to the triangle form (to your attention Test).
Find the matrix rank.

Find an inverse matrix.

31
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Exercises

1. Calculate determinant of the matrices

- s 1 4 2 25
A=[ j C=[3 1 -3, 3 313
-3 4 B=
4 5 1 4 515
2 -1 01
10 3 4
. 01 -2 3 . . .
2. Let the matrix A= 43 5 0 be given. Find minor Mi;
32 0 -5

and cofactor Ay, of the matrix A.

3. Find the rank of the matrices A=[1 30 ‘4}
9 132
4 2 25
3 31 3
B
4 5 1 5
2 -1 0 1
21 2
4. Find inverse matrix, if A={3 1 -3|.
45 1

32



Practice report
Solve the problems according to your variant.

You can see the typical solution of the problems below.

-3 2 1 O
. 2 -2 1 4 :
Problem 1 Let the matrix A= be given.
0 -1 2
3 1 -1 4

Calculate detA:

a) by 1-st row expansion of the determinant,

b) by 2-nd column expansion of the determinant using the
properties of determinates.

c) Calculate minor M. and cofactor As; of the matrix A.

3 2 1 0

2 2 1 4

A= .

4 0 -1 2

3 1 -1 4
2 1 4

M, =4 -1 2/=(-8)-16+6+12+4-16=-18,

3 -1 4

33



-3 1 0

M,,=|2 1 4=(-12)+12-12-8=-20,
3 -1 4

A, = (-1)**M,, =—(-20) = 20.

a) A= ay Ay +a, A, +a13A13 +a, A, =

2 1 4 21 4 2 2 4
=310 -1 2/-2/4 -1 2[+14 0 2|=
1 -14 3 -14 31 4

=-38+2+4-4)-2(-8-16+6+12+4-16)+ (16 -12 -4+ 32) = 38.

b) A= a21A21 +azzAzz +a23A23 +afz4Az4 =

2 1 4 -3 1 0 |-3 1 O
=-2|4 -1 2|-2/4 -1 2/+1|2 1 4=
3 -1 4 3 -1 4 4 -1 2

=-2(-8+6-16+12+4-16)-2(12+6—-6—-16) + (-6 +16—-12 - 4) = 38.

34



Problem 1

o -
N 9 N = = =
=9 ™ 4 -
o~ _403
“ M ™M N RCEE R
N
N o N
N MmN ™ N oo Y o _
< N
N o Y o o a4~ < — Y oo o~
—~ —~ —~
™ © o
e B
9 9 ™ o 9 N -
¥ T -
O ™M ™m N =N
—
— ™ N
AN I NI N 7 _
N
O N < O — N ™M W Mm o
) o) o)
N Lo e 0]
o 4 © «
N N
N = ™ N NN
- 0 M o
-~ G~ ~
o « § « «
_021
N —d +dH O
oA N m <«
M N O < | - N < O
~—~~ —~~ —
— <t N~

1

0 2 2 3

2 1 2

4

-2 3 2

2

32 20

2 4 31

2 3 21
2 -2 5 2

15)

2 4 3 3

0 2 2 3

11)

14)

1

3 20
-4 2 2 4
-2 11

1
-2

0 3 2

4
-3
1

4

4 2

-3

-3

3 3

10)

13)
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Problem 2 Find the inverse matrix of the matrix

1 -1 2
A=|2 1 -1
3 2 2

Check the equality 4714 = E.

1 A A Ay
Inverse matrix is A—lzm A, A, A, |
Ay As Ag

1 -1 2

A=2 1 -1=11(2)+(-1)-(-1)-3+2:2-2—(2-1-3+ (-1) - 2- (-2) +
3 2 -2

+H-1)-2-1) =1.
alr -1 a1 2
Av=(-1)"]) _2‘=—2+2=0, Ay = ()2 =2,
122 -1 22l 2
=(-1 =—(-4+3)=1 = (-1 =-8,
A, =(-1) 3 (-4+3) Ay = (1) 3 9
5l -1
A= (DM =4-3=1, Ayy = (-1)%3 2 2‘ -5,
1 2 1 2
Ay = (D> =1, A, = (-1)%2 -5
1 -1 2 -1




1 -1
:_13+3 :3
Ay = (D)) 1‘ .
0o 2 -1
A'=|1 -8 5
1 -5 3

0 2 -1)(1 -1 2 0+4-3 0+2-2 0-2+2
A*A=|1 -8 5|2 1 -1|=|1-16+15 -1-8+10 2+8-10|=
1 5 3){3 2 -2 1-10+9 -1-5+46 2+5-6
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2
blem
Pro

4)

3)

2)

1)

8)

7)

6)

5)

12)

11)

10)

9)

4
2
-1

16)

15)

14)

13)
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Problem 3 Find the rank of the matrix

1 3 5 1) ~ (1 3 5 -1
2 _1 -3 4le,—2¢|0 -7 -13 6| -~
5 1 -1 7le,—5¢|0 —14 —26 12 |e,—2e,
7 7 9 1)e,~7elo -14 —26 8 e, —e
e s
~o_o_o N R PN
<>
0O 0 0 -4)° 4
0 0 0 -4
1 3 -1 5
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Problem 3
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n
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o ¥ P <
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S

1 2 3 4|7
2 1 4 0|0
3 1 3 21
-1 2 2 16

I

3 1 4 46
2 4 0 13
-1 3 2 22
1 41 30

3 2 -1 4|11
7 4 0 1 -2-5
2 4 4 1|2 8)
3 2 -1 3|9
J 11) [

|

4 1 2 2|3
5 3 2 2|5
1 2 3 23
4 2 3 11

-

2 3 6/6
-2 1 56
1 2 36

-1 4 0 3-5

2
2
3

3 1 2 42
-1 2 3 59
2 4 -2 32
2 3 1 33

4 2 2 572
3 3 1 32
4 5 1 53
-1 0 13

3 1 4 10
5 2 6 43
14) 15)
36 4 55 4 -1 2 6|0
14 2 13 3 2 3 01 2

3 4 2 2|6
1 5 4 33

13) {
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3 Systems of linear algebraic equations

In this topic the concept of linear algebra, such as system of linear
equations is observed. Lecture presents theoretical material about
systems of linear algebraic equations, its consistency, investigation of
the system consistency using matrix rank. Undetermined systems and
their solutions, homogeneous systems of linear algebraic equations. We
considered solving the system by the Cramer’s formulas, matrix
method, Gauss’ method, examples of the practical solutions of the

problems.

3.1 Notion of a system of linear algebraic equations
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If the number of equations is equal to that of the unknown

quantities (m = n), system (1) is called a square system.




It is convenient to use matrix notation for systems of the form (1),

AX = B, (.2) where A=[g;] is a matrix of size mxn called the basic
matrix of the system; X =[x] is a column vector of size n; B=[b;] is a

column vector of size m.

all 3-12 a‘ln Xl bl
a a X b

A — 21 22 2n , X _ 2 , B — 2 (3)
anl an2 a'nn Xn bn

3.2 Consistency condition for a general linear system

System (1) or (.2) is associated with two matrices: the basic
matrix A of size mxn and the augmented matrix A of size mx(n+1)

formed by the matrix A supplemented with the column of the free

terms, i.e.,
a11 a‘12 a'ln bl
Z — a21 a'22 a'2n bZ (4)
a a a b

ml m2

Kronecker-Capelli Theorem. A linear system (1) or (2) is
consistent if and only if its basic matrix and its augmented matrix (.4)

have the same rank, i.e., rank ( A) = rank(A).
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3.3 Matrix method of the solution system of linear equations

A square system of linear equations has the form AX = B, (2),
where A is a square matrix.

If the determinant of system (1) is different from zero, i.e.,

detA # 0, then the system has a unique solution, X = A™-B.

X +3X, —4X; =5,
g‘ Example. Solve system < 2x, + X, +3x, = -1,
33X, —2X, + X3 = 2.

1 3 -4 X, 5
A=l2 1 3| x=[x| B=|-1
3 _2 1 X, 2
3 4
A=l2 1 3|=56%0.
3 _2 1
7 5 13
Find A™: A‘1=5—16 7 13 _11]. X =A'.B.
7 11 -5
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X 1 7 5 13 5 1 35-5+26
X, |=—| 7 13 11| |-1|=—| 35-13-22 |=.
56 56
X3 -7 11 -5 2 -35-11-10
1 56
=§ 0 =10
—56 -1
Then (1,0; -1).

3.4 Cramer rule

If the determinant of the matrix of system (1) is different from
zero, i.e., A = detA # 0, then the system admits a unique solution, which

is expressed by

A A A
Xl:le XZZXZa---a Xn:XH’ (5)
where A, (k =1, 2, ..., n)is the determinant of the matrix obtained

from A by replacing its k-th column with the column of free terms:

X1 Ail A21 A‘ll bl Ailbl + A21b2 +...+ Anlbn
X2 — l A12 A’22 A12 . b2 — l A12b1 + A22b2 +...t A]an
Xn Ain A2n Am bn Ainbl+A2nb2 +"'+A1nbn

Hence
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> |~
>

2

> Xg — Xy +2X3 =5
g Example. Solve system 2% + X, — X3 =1.

1 -1 2
A=|2 1 -1|=1+#0 —system has one solution.
3 2 -2

Let find A1, A2, Az and solution:

5 -1 2 15 2 1 -1 5
Aj=|1 1 -1]=1 A,=|2 1 -1|=2, A,=|2 1 1|=3
1 2 -2 31 -2 3 21
A1 AZ AS
Xj=—=1 X,=—%=2, X =—2=3

17 A L% A 17 A



3.5 Gaussian elimination of unknown quantities

Two systems are said to be equivalent if their sets of solutions
coincide.

The method of Gaussian elimination consists in the reduction of a
given system to an equivalent system with an upper triangular basic
matrix. The latter system can be easily solved. This reduction is carried
out in finitely many steps. On every step, one performs an elementary
transformation of the system (or the corresponding augmented matrix)

and obtains an equivalent system.

The elementary transformations are of the following three
types:

1. Interchange of two equations (or the corresponding rows of the
augmented matrix).

2. Multiplication of both sides of one equation (or the
corresponding row of the augmented matrix) by a nonzero constant.

3. Adding to both sides of one equation both sides of another
equation multiplied by a nonzero constant (adding to some row of the

augmented matrix its another row multiplied by a nonzero constant).

Suppose that detA=0. Then by consecutive elementary

transformations, the augmented matrix of the system A [see (6)] of size
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nx(n+1) can be reduced to the diagonal form and one obtains an

equivalent system with an upper triangular basic matrix,

(6)

This system is solved by the so-called “backward substitution”:

inserting x, =c, (obtained from the last equation) into the preceding

(n — 1) - st equation, one finds X,_;. Then inserting the values obtained
for X,, X, into the (n —2) - nd equation, one finds X,_». Proceeding

in this way, one finally finds X; .
Suppose that detA=0 and rank (A) =r,0<r<n.
In this case, the system is either inconsistent (i.e., has no solutions) or
has infinitely many solutions.
By elementary transformations one obtains a system of the form
X 81X, +843X3 +...+ 8 Xy =Cp,
Xp + 8y3%X3 +...+ 8y X, = Cy,

where the matrix [ai] (i, j=1, 2, .. ., r) of size I'XI' is nondegenerate.
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If at least one of the right-hand sides ¢,,4,....C,, is different from

zero, then the system is inconsistent.

If ¢,,,=..=c,=0, then the last n — r equations can be dropped,

and it remains to find all solutions of the first r equations.

Transposing all terms containing the variables X,s,...,X, to the

right-hand sides and regarding these variables as arbitrary free

parameters, we obtain a linear system for the unknown quantities

X151 X with the nondegenerate basic matrix [aij] (j, j=1,2,.. ,T).

Y8

?&. Example. Let us find a solution of the system

X, —Xo +2X3 =5,
2% +X, — %3 =1, by the Gaussian elimination method.
3% +2%X, —2X%3 =1

By elementary transformations of the augmented matrix, we obtain

1 -1 2/5)e,-2¢(1 -1 2| 5)e,/31 -1 2|5
A=l2 1 -1i| ~ |0 3 -5-9| ~ |0 1 -53[-3| -~
3 2 -21)e,—3|0 5 -8-14 0 5 -8|-14]e,—5e,
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1 -1 2]5) (1 -1 2]5 e - 28,
0 1 -53-3|~|0 1 -53-3|~0
0 0 Y3|1)30 0 13| e+(53)e,

1 -1 0]-1)e+e(1 0 0[1) [x=1
700 1 0/2] ~ |01 02|={x=2
0 0 13 00 13) |x=3.

(]

125

?g' Example. Let us find a solution of the system

X, +2X, + X3 =4, ) .
by the Gaussian elimination method.

2%, +4X, + 2%, =3

By elementary transformations of the augmented matrix, we

b

obtain

_ (12 14
A —
[242‘3

~ 12 1
e,—2¢(0 0 O

The system is inconsistent.
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?g Example. Let us find a solution of the system

X, +2X, +4X; —X, —3X; =7,
2X, + 9%+ Xs =4, by the Gaussian elimination method.
X, + 2X, —X; =6

1 2 4 -1 -3|7\e,-2¢ (1 2 4 -1 -3]7
A=l2 09 0 14| - 0o -41 2 7-10 -~
010 2 -16 0 10 2 -16 Je, oe
1 2 4 -1 3|7 1 2 4 -1 -—-3|7 e —4e,
~10 1 0 2 -1 6 ~ 0 1.0 2 -1/6 =
0 -4 1 2 7/-10)e;+4e, {0 O 1 10 314

1 2 0 -41 -15/-49)e,—2e,(1 O 0 -45 -13|-61
~lo 10 2 -1l6 ~ |o10 2 -6
00 1 10 314 00 1 10 314

The transformed system has the form

X1 +0-X, +0- X3 —45x, —13X5 =61 X, =—61+45X, +13X5
0-X +X; +0-X3 +2X4 —X5 =6 & Xy =6-2X, + X5
0-X; +0-X, + X3 +10%, +3x5 =14 X3 =14 -10x, —3X5

The system has infinitely many solutions.
X1, X2, X3 — basic quantities, x4, xs — free parameters.
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3.6 Gauss-Jordan elimination of unknown quantities

This method consists of applying elementary transformations for
reducing a system with a nondegenerate basic matrix to an equivalent
system with the identity matrix. On the k —th step (k =1, 2, .. ., n) the

rows of the augmented matrix A obtained on the preceding step can be
transformed as follows: provided that the diagonal element obtained on
each step is not equal to zero. After n steps, the basic matrix is
transformed to the identity matrix and the right-hand side turns into the
desired solution. The diagonal element obtained on some step of the
above elimination procedure may happen to be equal to zero. In this
case, the formulas become more complicated and reindexing of the

unknown quantities may be required.

% g

S Example. Find solution of the system
X, — X, +2X%; =5,
2% + X, =X, =1.
3%, +2X, —2X%, =1.

1 -1 2ple,-2¢(1 -1 2| 5)e,/3(1 -1 2|5
A=[2 1 -1ft| ~ |0 3 -5|-9| ~ |0 1 -53-3 |~
3 2 -2[)e,-3(0 5 -8-14 0 5 -8|-14
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1
e+e, (1 0 13]2 10 ¥3]2)%73%(1 0 ot

~ |01 -53-3|~|0 1 -53-3| ~ |01 02|
e,—5,|0 0 3|1, 30 0 1 3ez §e30 0 13
3
X =1,
X, =2,
X, =3.

T 4
J_x,;ﬁv _
_ X, +5X, — X3 =3,

S}& Example. Find solution of the system < 2x, + 4x, —3x, = 2,
SN ) e ST

1 5 -1 3 1 0 0 O 1 0 0 O
A=|2 4 3 2|02 6 -1 —41|0/0 -6 -1 -4 |0
3 -1 3 -7/ |3 -16 0 -16) |0 -16 0 -16

1 0 0 O 1 0 0 O 1 0 0 O
710 6 -1 4|0j]0 6 -1 4|00 6 -1 2|0
0 -16 0 -16 0 1 0 1 0 1 0 O
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1 0 0 O 1 0 0 O 10 0 O
Jf0 6 -1 2|{~|0 -6 -1 0|~{0 O -1 O0|=
0 1 0 O 0 1 0 O 01 0 O

r(A)= r(ﬂ)= n =3 = the system has one solution.

X1::L X2:1, X3 :—1 .

3.7 Existence of nontrivial solutions of a homogeneous system

Consider a homogeneous system AX =0, (2)

a; X, +a,X, +a,X; +...+3,,X, =0,
Ay Xy + 80X, + 80X .o+ 3y X, =0,
Ay X| + 855X, + AgeXy +...+ A5, X, =0,

A X +a,,X, 5% .+, X, )

where A=[g;] is its basic matrix of size mxn, X =[x] is a column
vector of size n, and O,, =[o] is a column vector of size m. System (2) is
always consistent since it always has the so-called trivial solution
X=0, (X, =X, =..=X,=0).
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Theorem. A homogeneous system (3) has a nontrivial solution if
and only if the rank of the matrix A is less than the number of the

unknown quantities n.

It follows that a square homogeneous system has a nontrivial
solution if and only if the determinant of its matrix of coefficients is
equal to zero, detA = 0.

W Y

g Example. Find solution of the system
2x—-3y+1z2=0,

X+y+z=0,
3x—-2y+2z=0.

2 -3 1
A=’ 1 1=4-2-9-(3-6-4)
3 -2 2

0,

2 -3
-24+3=5,
1 1

x=t ‘_13 j=t~(—3—1)=—4t,
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?& Example. Let us find a solution of the system
X, +2X, + X3 =0,

—2X, +3X, + 2X; =0, by the Gaussian elimination method.
— X, +5X, +3%; =0

1 2 1[0)e,+2¢(1 2 10 1 2 1/0)e,/7
A=|-2 3 20| ~ |0 7 40| ~ |0 7 40| ~
-1 5 30)/e,+e, |0 7 4/0/e;—e, ({0 0 0)0

1 2 1|0\e—-2e,(1 0 -2/7/0 . X, =X /7,
0 1 470/ ~ (0 1 4/70) |x,=—-4x,/7.
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==L ASELF-TEST ASSIGNMENT

A student must be ready to do the following assignments
1. Concepts, definitions, formulations:

e Definite, indefinite, consistent, inconsistent systems.
e Cramer’s formulas. Matrix form of the system. Gauss’ method.

e Kronecker-Capelli theorem.

2. Proofs and conclusions:

e Matrix method of solution.
e Cramer’s rule.

e Kronecker-Capelli theorem.

3. Assignments:

e Solve the square systems by Cramer’s method, through inverse
matrix.

e Solve the arbitrary systems by Gauss’ method (to your attention
simulator "Solving of the systems by Gauss-Jordan method").

e Analyse of the systems on the consistence (compatibility)

according to Kronecker-Capelli theorem.
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Questions

1. In what case the system of linear equations can be solved:
a) by Cramer’s rule; b) by matrix method?

2. How can be proved a) inconsistency of the system; b) the

existence of unique solution using Cramer's method?
3. Can the system of n equations with n unknowns has:
a) exactly n solutions; b) less than n solutions; c) more than n solutions?

4. In what case nonhomogeneous system of n equations with n

unknowns:

a) has a unique solution; b) a set of solutions; ¢) has no solutions?

5. In what case homogeneous system of n equations with n

unknowns:
a) has a unique solution; b) a set of solutions; c¢) has no solutions?
6. Can the system of three equations with five unknowns:
a) has a unique solution; b) does not have solutions?

7. How using Gaussian elimination for solving of the system of

linear equations can be defined:
a) inconsistency of the system, b) the existence of unique solution?
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Exercises

1. Find solution of the systems: a) by Cramer’s method; b) by

X — 2%y +2%X3 + X4 =3,
2%, +3%X3 — X, =4,
2X% — X3 +5%,4 =6,
X, + Xy — X3 — X, =0.

Xq + 2%y +3%; =5,
matrix method. 1) x, +3x, +4x; =6, 2)
2% — Xy —Xg =1.

2. Find solution of the systems by Gauss’ method.

2% +TXo + 3% + X, =5, 2% +3X, +11X, +5, = 2,
X1+2X2+X3:4, 1 2 3 4 1 2 3 4
X +3X, +5X3 -2, =3, Xy +Xo +5Xg —2X, =1,
1)<3% —5%, +3%; =1, 2) 3
% +T% —%. =8 X, +5X%; —9X%; +8X, =1, 2% + Xo +3%X3 +2X, = =3,
! 2 B 5% +18X, +4X5 +5x%, =12. X, + Xy +3X5 +4%, =-3.

3. Investigate systems for consistency and find solution.

X, + 2%y +3%; — X4 =0,
X — Xy + X3 +2X, =4,
X, +5X, + 5% —4X, =4,
X, +8X%y +7X3 —4X, =-8.

Xp —Xo + Xg — X4 =3,
1)<2% —3%, —4X3+ X, =1, 2)
X + 7%; —4%, =-10.

4. Find solution of the homogeneous systems:

3% + Xy —=8X%g + X4 =0,

2% + Xy — %5 =0, 3X — Xy +4X5 =0,
2% — 2%y —3Xg +2X, =0,
DX +2% +% =0, 2)3 =X +5X,—%, =0, 3)
X, +11X, —12X3 — 5%, =0,
2% —Xp +3X%3 =0. 3X + 4%, +3x%, =0.
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Solve the problems according to your variant.

Practice report

You can see the typical solution of the problems below.

Problem 1. Solve the system of linear equations using

a) Cramer’s rule,
b) the matrix method,

¢) Gauss method.

2 1 37 -1 2|3 -1 142
112 3 1)1 1 2/-4 3|1 2 4[6
3 2 16 -3 2|3
2 4|8 1 1 2 -1 415

412 4 -511 -1 2|-5 6/3 -1 1(8
-2 11 0 3]-2 5 -2 5[0

-1 3|-4 -2 412 8 3 —6|-4

711 3 -111 4 -2|6 91 1 -1(2
-2 27 -1 -1}-9 4 1 -3|-5
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3 -3 22 3 2 48 3 1 2-3
104 -5 211 1112 4 -511 1212 2 5|5
1 -2 0p 5 6 -92 5 3 7|1
4 1 -39 2 3 4|33 2 3 4]12
13/1 1 -1-2 1417 -5 024 15(7 -5 1}-33
8 3 -6(12 4 0 1139 4 0 1|-7
4 -7 =20 5 -9 -4l6 1 -5 13
162 -3 -46 1711 -7 -5]1 18(3 2 -17
2 -4 212 4 -2 12 4 -3 011
1 4 -16 3 -2 421 4 -3 113
190 5 4|-20 2003 4 -2|9 2111 1 -14
3 -2 5|-22 2 -1 -1{10 -4 22
5 -5 —-4}-3 7 -2 -12 -2 -5|5
22|11 -1 5|1 236 -4 -53 24|12 3 -4(12
4 -4 -9|0 1 2 405 -2 31
4 1 4419 2 -1 2|0 -1 2|8
2512 -1 211 264 1 46 27 |1 2(11
1 1 2/8 1 24 4 4|22
3 1 211 6 3 -50 8 -1 3|2
2812 2 -39 2919 4 73 304 1 o611
1 -1 12 3 1 -25 4 -2 3|7
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X, +2X, + %, =0,
Problem 2. Solve the homogenous system §-2x, +3X, +2X; =0,
—X, +5X, + 3%, =0.

1 2 100)e,+2e,(1 2 1[0 1 2 1)0)e,/7
A=|-2 3 20| ~ |0 7 40| ~ |0 7 40| -
~1 5 3[0)e,+e, (0 7 40)e,—e, (0 0 0[0

~ =
0 1 470) -~ 0) |x,=—4x5/7.

0 1 4/7

Problem 2.

5%, —3X, +4x%; =0,
1< 3% +2x, — %, =0,
8%, — X, +3x%, =0.

X, +2X, —5X%, =0,
3.9 2% —4X, + X, =0,
3X, —2X, —4x, =0.

X, +2X, +4X, =0,
5. 45X + X, +2x%, =0,
4, — X, — 2%, =0.

5x, —6Xx, +4x, =0,
2.3 3% —3X, + %, =0,
2%, —3X, +3%; =0.

X, + X, + X, =0,
4. 2%, —3X, +4x%, =0,
3%, —2X, +5X%, =0.

3% =X, + %, =0,
6. 3 2% +3%, —4x, =0,
SX, +2X, —3%, =0.
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11.

13.

15.

X1_2X2+X3 :01
3% +3, +5%, =0,
4, + X, +6x, =0.

2% — X, +2X%, =0,
4% + X, +5%, =0,
2% +2X, +3x%, =0.

3%, —2X, + X%, =0,
2%, +3X%, =5%; =0,
S5X, + X, —4x, =0.

X, +2X, =5%; =0,
X, —2X, —4x%, =0,
2%, —9x, =0.

2%, — X, +2%; =0,
3X1+2X2 _3X3 :Ol
SX + X, —X%; =0.

2X, + X, —3%, =0,
8. 1% +2X, —4x, =0,
X, =X, + X%, =0.

4x, + X, +4%, =0,
10. 93% —2%, —=%; =0,
7% —X, +3x%, =0.

5X + X, +2%, =0,
12. ¢3x, +2x, — 3%, =0,
2%, — X, + X, =0.

X, —3X, +5X, =0,
14. 3%, +2x, —3x%, =0,
2%, — X, +2X%, =0.

2%, — X, + 3%, =0,
16 X1 _3X2 +2X3 = O’
X, + 2%, + X, =0.
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