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The article is devoted to the problem of identification of transient states of information sources (sensors,
detectors, fractal biosignals, etc.) and optical media for information transmission. These states are often as-
sociated with self-organized criticality, which manifests itself near phase and structural transitions. Howev-
er, the use of a variety of methods, models, patterns, parameters, indicators and criteria complicates the
study of transition states. Stress factors cause temporal and spatial distortions of signals of different nature
in the structure of interconnections which contains information about changes in the state of the infor-
mation source. Therefore, transient states have common characteristic features, the versatility of which
made it possible to implement a convergent approach to identifying transient states of information sources
of different nature. The approach is based on the reconstruction of a topological 3D model from a measured
scalar signal (time series, information flow). Orthogonal projections of the 3D model are the space-time sig-
natures of the information source, which allow the analysis of the induced connections from three angles of
view. Signature configurations consist of geometrically ordered sections that differ in steepness or curva-
ture, as well as the interval between dynamic events. The characteristic features of transient states are the
asymmetry of the antiphase components of the signatures and the imbalance in the powers of subsets of mi-
crostates. Visualization of 3D models and signatures of fractal signals of different nature simplifies the iden-
tification of transient states of the information source. Implementation of the approach will contribute to the
effective selection of stress-resistant sensors (detectors, biosensors, etc.), as well as their monitoring.
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1. INTRODUCTION

The inevitable increase in the number of sources and
carriers of information in the automation of dynamic
systems (DSs) (nuclear reactors, jet engines, etc.) creates
new problems [1]. In DSs, many sensors (detectors,
spectrometers, etc.) and different media of information
transmission are the causes of systemic problems. The
use of variational principles of dynamics in modeling the
functioning of a DS under normal conditions made it
possible to overcome mathematical difficulties and solve
some of the problems. Variational principles also
contributed to the development of cybernetics [2],
synergetics [3], and system dynamics [4]. The complexity
of the form of signals from sensors (spectrometers, etc.)
and their multidimensionality have led to the use of
different processing methods and a variety of ways to
display information, which limit the capabilities of
cognitive graphics. In addition, the influence of external
and internal stress factors on the sources and media of
information transmission increases the complexity and
individuality of signals (characteristics). The search for
universal processing methods using information physics
[5] revealed the need to identify the transition states of a
DS in real time. The main goal of the work is to show the
possibility of identifying the states of self-organized
objects in real time by geometrizing the dynamics of
their fractal signals.

2. INDUCED COMPLEXITY

Critical phenomena, technologies and thinking
Extreme conditions bring the state of self-organized
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objects of different nature closer to the bifurcation
point. These are transitional states that are caused by
self-organized criticality [6]. Features of such states are
also manifested in critical physical phenomena (phase
and other transitions), technologies (smart materials)
and thinking (see Fig. 1), which confirms the presence
of common features (multifractality, nonlinearity, etc.).

A heuristic approach to critical physical phenomena
(phase and structural transitions) contributed to the
creation of critical technologies, and also identified sys-
temic problems (cognitive [7], learning [8], etc.). Self-
organization of objects of different nature is accompa-
nied by the formation of interconnections, the struc-
tures of which have common and individual features.
The complexity of the structure is due to the asym-
metry of competitive processes. In particular, the dom-
inance of positive feedback in critical technologies is
used to create materials with anomalously high pa-
rameters. Whereas with the help of negative feedback
they provide stability and dynamic stability of the
characteristics of DS elements.

Spatial and temporal inconsistency of processes of
different nature gives rise to transient states of self-
organized objects, which are rather difficult to identify.
At the same time, in the spatial and temporal charac-
teristics of self-organized objects, important infor-
mation is hidden about the structure of internal rela-
tionships, which is influenced by external influences.
Therefore, the processes of formation and destruction of
crystalline materials occur simultaneously at different
scale levels, which confirms their fractal nature.
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Fig. 1 — Self-organization in critical phenomena, technologies
and thinking induced by exposure

Induced heterogenceities. In a real environment,
heterogeneities (structure, density, composition, etc.)
are sources of fields (physical, biological and informa-
tional). An intense impact on sensors and information
transmission media causes self-organization of inho-
mogeneities to counteract external influences (Le Cha-
telier's principle) [9]. In this case, local distortions of
signals (characteristics, parameters, information flows)
arise. Hence, spatial and temporal distortions of bi-
osignals are interrelated sources of information. They
contain information about the features of the processes
of excitation, self-excitation and inhibition. Induced
distortions create cognitive problems (perceptions, rep-
resentations, etc.). Physical analogs of the processes of
excitation and self-excitation in media of information
transmission are induction, self-induction and mutual
induction.

The most general form of signal organization (its
structure) is its spatial-temporal ordering [10]. Conside-
ration of information interaction in terms of a force field
(flow, circulation, etc.) is more effective. It allows to:

e identify sources (physical, biological and informa-
tional) by information flows;

e identify the circulation of the flow, which is created
by asymmetric inhomogeneities;

e visualize sources of information.

Therefore, for the identification of transient states
of sensors of different nature, the fundamental con-
cepts of the topological, projective and metric invariant
of the space-time structure, which were introduced by
N. Wiener, are important.

Complementarity of the principles of natural
science and biomimicry. The spatial and temporal
distortions of the fractal signal contain information
about the features of the structure of interconnections
in the sensor. Part of the distortions are due to external
stress factors that change the dynamics of the
information flow, and the second part is due to internal
factors. They induce inhomogeneities in the sensor, the
interaction of which determines the transition states of
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information sources. In extreme conditions, these
factors are interrelated, which limits the possibilities of
mathematical modeling.

The complementarity of the extreme principles of
natural science (principles of least action (Euler and
others), least time (Fermat), etc.) and the principles of
biomimicry underlies all natural phenomena [11]. This
allows us to generalize the results of studies of objects
of animate and inanimate nature. In particular, the
distortion of the response of the semiconductor sensor
[12] and the instability of the characteristics of
biosensors [13] indicate the overlap of the fields created
by the induced inhomogeneities.

The integral parameters of the sensor response are
affected by static fields (thermal, electric, radiation,
etc.). Whereas impulse action (electrical, acoustic and
thermal shock) changes the dynamic structure of the
response. In this case, the induced inhomogeneities of
the sensors are manifested in spatial and temporal
functional characteristics (temporal and spectral
response). This duality of response increases the
complexity of diagnostics of their states.

3. CONVERGENCE OF COMPLEXITY BY MEANS
OF GEOMETRIZATION

Visualization of induced distortions. Systemic
problems of technical and medical diagnostics of DS
elements are associated with increasing information
complexity, which is due to:

e the difference in the definitions of information (accord-
ing to Wiener, Shannon, etc.) and its measure [5];

e the distortion of information during processing and
a variety of types of visualization;

e fractality of signals (responses of smart sensors,
electrophysiological signals, etc.).

Spatial inhomogeneities of the information trans-
mission medium also distort flows of different nature.
This allows us to consider local distortions as universal
sources of information. Geometrization has always
played the role of a "generator of revolutionary ideas"
in natural science. Consequently, the visualization of
information flows in one space will reveal the
transition states of the DS elements. In this case, the
identification of transient states can be carried out by
geometrizing fractal signals based on convergence:

e N. Wiener's ideas about the spatial-temporal order-
ing of the signal structure [10], which underlies cy-
bernetics and brain functioning [14];

e ideas of model reconstruction from a 1D measured
signal (Packard, 1980 [15]), which was formalized
by Takens [16];

e principles of system dynamics of complex systems,
which allow simulating connections, feedback loops
and response delays [17].

The complementarity of the above ideas and
principles is heuristic. So, the combination of ideas of
nano-, bio, information and cognitive technologies [18]
gave impetus to the development of 3D-modeling, 3D-
design, and 3D-technologies. At the same time, the cre-
ation of natural and artificial 3D nanostructures with
unique characteristics and high parameters showed the
fundamental possibility of solving the inverse problem —
the reconstruction of a 3D model using a measured 1D
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temporal fractal signal. This is facilitated by:

e complementarity of the principles of least action
(Hamilton and A. Hertz) and the principles of bio-
mimicry that underlie natural phenomena;

e geometrization of the Jacobi principle of least action
in the form of a geodesic curve;

e energetic interpretation of the Gauss principle of least
compulsion and its connection with E. Noether's
theorem.

Reconstruction of the topological 3D model
from the measured time signal. The complementari-
ty of extreme principles is most pronounced in the par-
ametric space of dynamic events (state—speed—
acceleration) [19]. The manifestation of the cognitive
aspects of information interaction indicates the poly-
disciplinarity of the space of dynamic events [7]. Appli-
cation of variational principles and principles of feed-
back made it possible to reveal the cycle of self-
reproduction of the fractal structure of the electrophys-
iological signal. On the basis of this cycle, a nature-like
algorithm was developed, which made it possible to
reconstruct a 3D model using the measured signal.

Orthogonal projections of a 3D model of a fractal
signal are a natural decomposition into interrelated
dynamic, energetic and structural features of the in-
formation source. In turn, the configuration of each
projection reflects the decomposition into the following
components:

e geometrically ordered sections that differ in steep-
ness (speed) or curvature (acceleration);

e subsets of dynamic events that differ in time inter-
vals between events and reflect the multidimen-
sionality of time;

e subsets of microstates, the powers of which are pro-
portional to the entropy of the main phases of the
signal [19].

Space-time signatures. Using the example of
configurations of space-time signatures of a cardiac
cycle of the 1st and 2nd orders, let us consider the
natural decomposition into opposite components
(phases, subsets, extrema, etc.) (Fig. 2a). In this case,
the configuration of the 1st order cardiac cycle
signature (Fig.2a, plane a) reflects the sequence of
dynamic events, which coincides with the sequence of
dynamic states in the cardiac cycle, i.e. with its phase
portrait. Analysis of the phase portrait in space (state —
speed — time) (Fig. 2b) is clear, and the analysis of the
signature is more informative. In our opinion, the
fundamental indistinguishability of dynamic states and
events limits the capabilities of artificial intelligence.

As can be seen from the figure, signature configura-
tions display information flow in two ways — dynami-
cally and statistically. The projections of the 3D model
of the cardiocycle display the spatial-temporal signa-
tures of the 1st and 2nd orders, the analysis of which
provides complementary information about the dynam-
ic, energetic and informational individuality of the car-
diocycle. The main thing is that convergence allows it
to be analyzed in real time.

In general, the signatures of the 1st and 2nd orders
are natural geometric models of the signal, which
makes it possible to identify the transition states by its
dynamic, energy and informational characteristics [20].
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Fig. 2 — Human cardiosignal as a trajectory of dynamic events
(a), as well as a sequence of dynamic states (b)

Thus, with the help of a convergent approach,
markers of transient states, which are technologically
inherited, have been identified in the signals of sensors
(detectors, spectrometers, etc.). Therefore, the atlas of
signatures of fractal signals of different nature has
great innovative potential.

4. CONCLUSIONS

The difficulty in identifying the transition states of
active and passive media is due to induced inhomoge-
neities of different nature. They create spatial and
temporal distortions of information flows, the geome-
trization of which in the space of dynamic events to
reveal the sources of relevant information about the
transition states of elements of a DS. The convergent
approach to the identification of transient states of
sources and media of information transmission made it
possible to identify:

e relationships between macrostate and microstate
power, order and disorder, balance and imbalance
in real time;

e a multifractal structure of transient electrophysio-
logical signals;

a fine structure of fractal signals of different nature,

which determines their information complexity.
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The space-time structure of dynamic processes of
different nature is geometrically similar. Therefore, the
creation of an atlas of spatial-temporal signatures of
fractal signals of self-organized objects will facilitate the
effective selection of sensors, detectors, spectrometers
and other relevant sources of information. The atlas will
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Konpepreuruuii migxin mo inerrudikanii nepexigumnx cra”HiB [MHAMIYHOI CHCTEMU

B.II. Murans, I'.B. Murasus

Haujionanvruii aeporocmiuruil yuisepcumem imerni M.€. JKyroacvrozo «Xapkiscokull a8iauiliHuil IHCMUmMmym»,
eyn. Yrkanosa, 17, 61070 Xapkis, Yrkpaina

Crarrst mpucBsiyeHa mmpobiremi eHTHIKAINT TepexiJHNUX CTaHIB IKepest iHdopmaliii (JaTIuKIB, JeTeK-
TOpiB, hpaKTaAILHUX 01I0CUTHAJIB TOIIO) Ta ONTUYHUX HOCIIB /I mepenadi indgopmarri. i cramm gacro aco-
IIOITHCS 3 CAMOOPTAaHI30BAHOI0 KPUTHIHICTIO, KA MPOSIBIISETHCA 100113y pa3oBUX Ta CTPYKTYPHUX Ie€pe-
xomiB. OgHAK BUKOPHMCTAHHS PISHOMAHITHMX METOIIB, MOJeJiel, ITaTTEepPHIB, IMapaMeTpiB, MOKA3HUKIB Ta
KPHUTEPIiB YCKIAIHIOE JOCTIKeHH epexigunx craHiB. CTpecoBl haKTOpH BUKJIUKAOTH CIIOTBOPEHHS CHUT-
HAJIIB PI3HOI IIPUPOIH B YacCl Ta IPOCTOP1, CTPYKTYpPa B3AEMO3B'SI3KIB SKUX MICTUTH 1H(OPMAIIIIO IIPO 3MIHKA
crany mEepesa indgopmarrii. ToMmy mepeximHi cTaHM MAlOTh CIIJIBHI XapaKTepHI 03HAKH, YHIBEPCAJILHICTD
SAKHAX aJ1a MOSKJIMBICTH 3aCTOCYBATH KOHBEPIeHTHHI MAXIT 10 imeHTH(IKaIll MepexiTHuX CTAHIB JKepest
iEdopMmariii pisuoi mpupoau. B 0cHOBI miaXoa4y — PEKOHCTPYKITiST TOIOJIOTIYHOI TPUBUMIPHOI MOZJEJIl 34 BUMI-
PSAHUM CKAJIIPHUM CHUTHAJIOM (3MiHa mapaMeTpy B 4aci, iHdopmaiiiumit moTtik). OpToroHa bHI IIPOEKITil
TPUBUMIPHOI MOJIEJII — Iie IIPOCTOPOBO-YACOB1 CUTHATYPH JpKepesia 1HdopMAaIrii, Skl J03BOJIATh AaHAII3yBaTH
iHIyKOBaHI 3B'I3KM 3 TPHOX KyTiB 30py. KoHdirypailii curHATYp CRIAHAIOTHCS 3 T€OMETPUYHO BIOPSAIKOBA-
HUX JIJIAHOK, AK1 BIAPISHATHCA KPYTU3HOK a00 KPUBUHOI, 4 TAKOMK 1HTEPBAJIOM MK JUHAMIUHUMMY IIOMIi-
amu. XapakTepHUMH O3HAKAMU IePeXiTHUX CTAHIB € acuMeTpisd aHTh(asHUX KOMIIOHEHTIB CUTHATYpP Ta
nucbasiaHe MOTYRHOCTEN MIAMHOKHUH MIKPOCTaHIB. Bigyasrisarlisa TpPUBUMIPHUX MOJIeJIEN Ta CUTHATYP dpak-
TAJBHUX CUTHAJIB PI3HOI IPUPOIW CIPOIILye 1IeHTHQIKAII0 IepexiJHUX CTaHIB Jprepesa lHdopmarii.
Buposaprenss minxony cipusitiMe eeKTUBHOMY BHOODY CTIMIKHX JI0 CTPECIB JATUYMKIB (IeTEeKTOpiB, Oioce-
HCOPIB TOIIO), & TAKOK 1X MOHITOPHHTY.

Kmiouori cnosa: Ckianni muHamivni cucremu, ['eomerpuaariis curHaiis, 3D-momemoBauns, Crpykrypa
curnaJy, IIpocTtopoBo-uacosi curaarypu, [lepexinni cranm.

06018-4


http://pratsi.opu.ua/authors/show/1570
http://pratsi.opu.ua/authors/show/1499
https://doi.org/10.11610/isij.4312
https://doi.org/10.11610/isij.4312
https://doi.org/10.1007/978-3-642-45553-7
https://doi.org/10.1007/978-3-642-45553-7
https://doi.org/10.1002/sdr.382
https://doi.org/10.1103/PhysRevA.38.364
https://doi.org/10.21272/jnep.11(2).02013
https://doi.org/10.21272/jnep.11(2).02013
https://doi.org/10.32620/reks.2020.1.09
https://doi.org/10.32620/reks.2020.1.09
https://doi.org/10.1103/PhysRevE.63.051105
https://doi.org/10.1007/b138169
https://doi.org/10.1007/b138169
https://doi.org/10.15407/fm24.02.212
https://doi.org/10.15407/fm24.02.212
https://doi.org/10.15407/fm24.02.212
https://doi.org/10.15407/fm24.02.212
https://doi.org/10.1007/978-3-642-79570-1
https://doi.org/10.1007/978-3-642-79570-1
https://doi.org/10.1103/PhysRevLett.45.712
https://doi.org/10.1103/PhysRevLett.45.712
https://doi.org/10.1002/sdr.400
https://doi.org/10.1002/sdr.400
https://doi.org/10.1007/978-94-017-0359-8
https://doi.org/10.1007/978-94-017-0359-8
https://doi.org/10.1007/978-94-017-0359-8
https://doi.org/10.1038/srep29512
https://doi.org/10.1038/srep29512
https://doi.org/10.1109/DESSERT50317.2020.9125063
https://doi.org/10.1109/DESSERT50317.2020.9125063

